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Abstract—Emergency demand response, which is the last
line of defense to avoid cascading failures during emergency
events, has witnessed numerous crucial participants, including
buildings and datacenters. However, even though the majority
of datacenters are physically located in mixed-use buildings
(MUBs), the existing studies on emergency demand response
are non-coordinated approaches that separately focus on either
buildings or datacenters, hence ignoring that both datacenters
and non-datacenter (e.g., office) operations share the same MUB
facilities (e.g., electricity supply). Furthermore, even when all
MUB tenants (i.e., offices and datacenters) are jointly considered,
tenants will incur different costs to shed energy for emergency
demand response, thereby raising an issue of mis-aligned incen-
tive for their participation. To overcome this non-coordinated
energy shedding and mis-aligned incentives, we propose two
incentive mechanisms in MUBs, such that the total incurred
cost is minimized for energy shedding. The first mechanism,
namely MECH-NA, is designed for non-strategic MUB tenants.
In MECH-NA, the MUB operator provides a mechanism package
including reward rate and a commitment profile with deviation
penalty, based on which the MUB tenants will shed energy
to maximize the reward and minimize their energy-shedding
and deviation costs. We also design a distributed algorithm to
implement MECH-NA that can achieve the minimum MUB cost.
The second mechanism, namely MECH-SA, is a VCG-Kelly-
based mechanism tailored to handle strategic MUB tenants. In
MECH-SA, the operator announces both reward and energy shed-
ding rules, based on which the tenants strategically participate
in an bidding game. For this game, we not only show that there
exists an efficient Nash equilibrium at which the total MUB cost
is achieved, but also design a distributed algorithm to implement
MECH-SA. Simulation results show that both MECH-NA and
MECH-SA can obtain the optimal MUB cost, which outperforms
partially or non-coordinated approaches.

I. INTRODUCTION

The power grid is becoming increasingly fragile with more
generation volatility due to the aging infrastructure, frequent
extreme weather, and/or wide adoption of renewables. While
a generation-side solution (e.g., deploying utility-scale energy
storage and reserves) is under development for smoothing
the supply, it is generally capital-intensive. Hence, load-side
solutions, also called demand response, have increased rapidly
and become an effective technique to reshape consumer power
demand via market-based approaches for grid stability in
the face of time-varying electricity generation. In particular,
emergency demand response (EDR) is a type of preventive
demand response service that is called upon when power
generation is anticipated to experience a shortfall. EDR has

become one of the most widely-adopted demand response
programs, representing 87% of demand reduction capabilities
across all reliability regions [1]. EDR protects the power grid
as the last line of defense against cascading blackouts by
coordinating multiple energy consumers to shed their loads
during emergency events. In the traditional sense, EDR occurs
during natural disasters and/or extreme weathers. Nonetheless,
as renewables are being increasingly incorporated into the grid
and create more generation “shortfalls”, EDR is expected to
become more pervasive and important in stabilizing the grid
and balancing supply and demand.

Ideal participants in the EDR programs are large yet flexible
energy consumers, which include buildings and datacenters
(DCs) [2]. In the U.S., buildings consume approximately
40% of the total generated electricity [3], while DCs have
large yet flexible power demands [4]. However, mixed-use
buildings (MUBs) housing both DC operations and non-DC
operations (e.g., office spaces) have been largely overlooked
in EDR programs. In fact, according to a report by Green
Grid [5], “the majority of DCs are located within mixed-use
facilities.” A recent study [6] showed that large dedicated DCs
(e.g., Google) only account for 4% of the total DC energy
consumption, whereas the remaining 96% is used by other
types of DCs (e.g., scientific computing cluster, colocation
DCs, server rooms) that are mostly located in MUBs.

At present, buildings and DCs participate in EDR by means
of their backup (diesel) generators which are economically
costly and ecologically unfriendly. For example, as the most
significant source of air pollution in California, diesel gen-
eration produces more than 50 times the amount of NOx
and other toxic emissions as a typical power plant, and
its usage is highly restricted [7]. Consequently, many have
proposed to explore green alternatives for EDR. One approach
proposed to reduce electricity consumption by cutting non-
critical energy usage (e.g. heating, ventilation and air con-
ditioning, or HVAC, switching off unused lighting) instead
of backup diesel generation [8]. However, the flexibility of
HVAC loads is often limited to a relatively small scope due
to human comfort constraints. More importantly, the existing
studies are not applicable to MUBs with DC operation since
DCs are identified as “miscellaneous loads”; thus, the flexible
electricity consumption of a DC is under-explored. A study
based on real-world measurement states that DC operation can
account for 50% or more of the total energy consumption of
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an MUB [9].
Similarly, the EDR for DCs has been extensively researched

[4], [10], [11]. These works take advantage of widely available
IT control knobs (e.g., turning on/off servers and workload
migration). Further, a field study by Lawrence Berkeley
National Laboratory has demonstrated that DCs can reduce
energy consumption for EDR by 10-25%, without signifi-
cantly impacting their normal operations [12]. Nonetheless,
the existing research is targeted toward both owner-operated
and multi-tenant DCs, where all the spaces and supporting
infrastructure (e.g., cooling) are directly associated with DC
operator [5]. Hence, despite sharing the main electrical power
line in MUBs, the existing studies on demand response for
buildings and DCs have been isolated from each other. This
results in non-coordinated energy management, which leads
to inefficient EDR for MUBs.

In this paper, we consider a multi-tenant MUB that houses a
mix of both office tenants and DC tenants. Even when careful
designers attempt to coordinate all tenants of the multi-tenant
MUB, challenges escalate. Since electrical utilities cannot
directly sub-meter each MUB tenant’s energy usage, the EDR
of MUB is directly managed by the MUB operator. However,
while the operator only provides facilities (e.g., power, cool-
ing), individual tenants that manage their own loads (e.g., DC
servers, office HVACs) have individual costs and objectives to
shed energy for EDR, inducing a mis-aligned incentive issue
that further complicates the coordinated approach.

To overcome these challenges, we aim at approaches that
not only coordinate both building offices and DCs, but also
align their incentives to enable EDR in MUBs, such that the
total incurred loss (e.g., latency performance degradation for
DCs, thermal discomfort for office spaces) is minimized for
energy shedding. During EDR, the MUB operator has multiple
options: shedding DC energy (e.g., turning off unused servers,
scaling down CPU frequency), shedding non-DC energy
(e.g., increasing temperature set-point), and turning on on-site
backup generation (usually, diesel generator). A coordinated
and incentive-aligned approach is required because all three
options mentioned have limitations and drawbacks: shedding
DC energy can possibly degrade application performance,
tuning HVAC temperature set-point for non-DC space results
in human discomfort, while diesel generation contaminates the
environment. Thus, the MUB operator must carefully control
these three energy reduction knobs to minimize the overall
negative impact while still satisfying the total energy reduction
requirement for EDR.

Toward this end, we formulate an MUB cost minimization
problem and propose two incentive-aligned mechanisms in
which the MUB operator can coordinately incentivize the
MUB tenants (i.e., non-DC, DC, and backup generator) for
EDR such that the optimal HVAC temperature for non-DC
space, server provisioning in DC, and usage of diesel generator
can be obtained. We summarize our key contributions as
follows:
• We propose the first mechanism, namely MECH-NA, for

non-strategic MUB tenants. In this mechanism, the MUB
operator supplies a package including reward rate and
a commitment profile with a deviation penalty. Based
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Fig. 1: A multi-tenant MUB architecture.

on this package, the MUB tenants will shed energy to
maximize the reward and minimize both energy-shedding
and deviation costs. To enable the practicality of our
approach, we also design a scalable and distributed algo-
rithm that can achieve a MECH-NA equilibrium that is
also the solution to the MUB cost minimization problem.

• We next propose the second mechanism, namely
MECH-SA, for strategic tenants. MECH-SA is a VCG-
Kelly-based mechanism that is tailored for EDR context
in order to address the strategic behaviors of MUB
tenants. In this mechanism, the operator first announces
reward and energy shedding allocation rules resulted from
a carefully chosen surrogate function. Then, the tenants
strategically participate in an EDR bidding game driven
by these allocation rules. For this game, we not only show
that there exists an efficient Nash equilibrium at which
the total MUB cost is achieved, but also design a scalable
and distributed algorithm to implement MECH-SA.

• In order to validate the efficiency of the two proposed
mechanisms, we conduct extensive simulations and show
that both MECH-NA and MECH-SA can obtain the
optimal MUB cost, which outperforms partially or non-
coordinated approaches.

II. BACKGROUND AND RELATED WORK

A. Background

Mixed-Use Building. In general, an MUB refers to a
building with a combination of multiple distinct uses, such
as residential, office, lab, and industrial, among others. In
this paper, we explicitly focus on MUB that includes DC
operation and a significant space for non-DC functions, i.e.
offices. In an MUB with DC operation, the IT load usually
accounts for 50% or more of a building’s overall energy
consumption [13]. Unless otherwise stated, we assume that
the default function for the large non-DC space in an MUB is
for offices1. Henceforth, “MUB” mentioned in this work refers
to MUB with DC operations, which share the building space
and main electrical power supply with the office operation.
Servers often have dedicated backup power infrastructure (e.g.,
uninterrupted power supply, or UPS) for emergency. In some
cases, a cooling system (e.g., chiller and cooling tower) may
be shared between the DC and the office [5]. Note that DCs
in an MUB are very diverse, ranging from state-of-the-art

1Dedicated DC, like Google, also has office space, but it is negligible
compared to the DC part.



3

commercial DCs to scientific computing cluster and to small-
/medium-size server rooms.

In general, there are two types of MUBs: (1) owner-
operated, where both DC and non-DC parts are owned
and managed by one entity/company (e.g., enterprise/campus
building that has both DC and other usage); and (2) multi-
tenant, where DC and non-DC parts belong to multiple differ-
ent entities/companies, i.e., “tenants”, which lease part of the
building. In this paper, we focus on EDR by a multi-tenant
MUB, which is more challenging than owner-operated MUBs
due to the MUB operator’s lack of control over tenants’ loads.
Fig. 1 illustrates a multi-tenant MUB architecture.

Emergency Demand Response. The EDR requires a
mandatory power demand reduction response (with a signif-
icant penalty for non-compliance) for the participants, who
are mostly paid for their availability for shedding loads even
when no emergent signal is triggered [14]. At present, such
programs are employed by many Independent System Opera-
tors, e.g., New England, where the customers’ contracts can be
established three years in advanced [15]. In particular, if there
are some reliability issues in the grid (e.g., forecast capacity
shortages or extreme weather event), the load serving entity
(LSE) will trigger a signal to the customers from at least 10
minutes to one day in advance, and customers must comply
with the notified reduction volume. The problem is that, at
present, customers often participate in EDR using backup
diesel generators, which is the least favorable choice both
economically and ecologically. Hence, in this work, we present
alternatives for the MUB operator for EDR by extracting
the load reduction flexibilities enabled by recent advances
in energy management, while only using the on-site diesel
generation as a last resort.

B. Related Work

Energy management, both for DC and for building, has
received much attention in the past.

For optimizing DC energy efficiency, many resource man-
agement approaches have been proposed and even imple-
mented in real systems. These approaches include, but are
not limited to, dynamically turning on/off servers for “en-
ergy proportionality” [16], [17], geographic load balancing to
exploit location diversities for cost saving [18], [19], carbon
footprint minimization [20], as well as brown energy reduction
[21], [22], and cooling-aware scheduling [23], [24]. These
studies, however, focus on energy management for dedicated
DCs (e.g., Google), while isolating the significant amount of
non-DC loads that co-exist in MUBs.

Likewise, for decades, researchers have developed numer-
ous strategies to model, manage, and control the energy
consumption for sustainability and/or reducing peak demand in
different types of buildings [9]. Recent work includes energy
management by taking into account both the energy demand
and the thermal comfort of the occupants [25], [26]. Other
common techniques for building energy management include
lighting power reduction, global thermostat setpoint setback
control, supply air temperature adjustment, pre-cooling, and
use of a discharging energy storage device (e.g., battery) [8],

[27]–[30]. However, the prior studies for (mixed-use) build-
ings treat DC loads as “miscellaneous” without judiciously
exploring their high scheduling flexibilities.

As a promising load-side solution to stabilize the grid
during generation shortfalls, extracting the load flexibilities
of DCs [12], [31]–[33] and buildings [34] for EDR have
received much attention recently. In particular, these studies
have focused on achieving cost-effective and green EDR by
reducing the usage of diesel generators. Nonetheless, the prior
EDR work on DCs [12], [31]–[33] has only considered ded-
icated DCs, neglecting the non-DC loads that are physically
colated with DCs but require distinctly different modeling and
optimization approaches. While a preliminary study [34] has
shown the effectiveness of coordinated energy management for
cost-effective EDR by MUBs, it focuses on owner-operated
MUBs, where the building manager has full control over all
the control knobs. Thus, our work differs from and also is
complementary to [34].

In this work, we focus on industrial/commercial MUBs with
offices and datacenters, where HVAC and datacenter loads
are the majority. Indeed, existing works on building energy
management only consider HVAC loads, such as [8], [27]–
[30]. Due to the large loads, the industrial/commercial MUBs
are valid customers of EDR program. On the other hand, there
are several works focusing on energy management of home
appliances such as refrigerators, washing machine, electrical
vehicle charging, etc., [35]–[37]. However, these works fall
into a class of residential demand side management. Since
the residential energy loads are usually small compared to
industrial/commercial loads, the residential customers are not
encouraged to participate in the EDR.

III. SYSTEM MODEL

We consider a multi-tenant MUB composed of both office
and DC tenants managed by one operator. We consider a
one-period EDR, as in [11], [38]–[40], whose duration ∆t
is controlled by an LSE, e.g., 15 minutes or 1 hour.

A. HVAC Energy and User Comfort

We consider a set N1 of N1 offices in the building. Each
office has its own temperature setting knob, rather than being
centrally controlled. Even though reducing the building office
energy has attracted much attention, there exists a critical
trade-off issue between building energy reduction and user
comfort satisfaction, which dictates the performance of indoor
environments. Generally, building energy is mainly contributed
by: (a) HVAC system and (b) lighting and electrical equipment,
which constitute 43% and 30% of building energy usage,
respectively [3].

Energy reduction through HVAC control. Adopted from
the energy-temperature correlation model in [41], the HVAC
power of an office i, which depends on the difference between
the mean outdoor temperature2 T outi and indoor temperature

2We assume that all offices in the building have the same mean outdoor
temperature. Furthermore, the temperature unit is Celsius.
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T ini of office i controlled by an HVAC system, is given as
follows:

qi,1(T ini ) =
mi

M
|T ini − T outi |, ∀i ∈ N1, (1)

where mi is the conductivity of the office i, and M is the
power transformation that indicates the power efficiency of
the HVAC system.

In practice, offices often put high priority on user comfort.
Therefore, the indoor temperature is usually set to the comfort
temperature T cf (T outi ), which is an affine function of the
mean outdoor temperature [41]. Henceforth, for brevity, we
will use T cf without its argument. At this comfort temper-
ature, the HVAC power consumption is qi,1(T cf ). When the
office tenants adjust the indoor temperature to T ini such that
qi,1(T ini ) ≤ qi,1(T cf ) during the time slot ∆t, the HVAC
energy reduction is

ei := (qi,1(T cf )− qi,1(T ini )) ∆t

= κi |T ini − T cf |, ∀i ∈ N1, (2)

where κi := mi

M ∆t.
Without loss of generality (w.l.o.g.), we consider the EDR

time slot in summer (e.g., T outi = 32◦C). Therefore, in order
to have a non-negative reduced energy (i.e., ei ≥ 0) of the
HVAC cooling system, we have

T̄i := T ini − T cf ≥ 0, (3)

and we can rewrite (2) as an energy-temperature difference
correlation as the following:

ei = κi T̄i, ∀i ∈ N1. (4)

In this work, since HVAC is the prevailing energy consump-
tion resource of buildings, we mainly consider the impact
of an HVAC system on user comfort. However, our work
can integrate other building consumption resources such as
electrical lighting [42] or new applications of electric vehicle
(EV) charging system [30]. By incorporating these loads into
the model, we have additional decision variables and hence
more scheduling freedom towards cost-efficient EDR.

User comfort model. Even though user comfort is an
abstract concept and heavily depends on individual tastes,
we consider a comfort model as in [41]. In this model, the
user comfort consists of two components: (a) heat gain Gi(t),
which depends on the mean time t an office user spends in
the room, and (b) heat loss Li(T̄i), which depends on the
difference between indoor and comfort temperatures.

Since T̄i ≥ 0 in our model, the heat loss model from [41]
can be presented as follows:

Li(T̄i) =

{
3, T̄i > R;

l T̄i, 0 ≤ T̄i ≤ R,
(5)

where l and R are constants.
According to the AHSAH model [43], user comfort is the

sum of heat gain and loss and is normalized in the range of
[−3, 3] encoding the feelings from cold to hot. Thus, we derive
the user discomfort cost of an office i as follows:

Ci(T̄i) = ωcf (Gi(t) + Li(T̄i)), (6)

where ωcf ($/heat loss discomfort) is the weight representing
the unit discomfort cost of the office users due to the difference
in indoor temperature and comfort temperature.

B. Datacenters

In our considered multi-tenant MUB, there is a set N2

of N2 DC tenants, and each DC tenant i ∈ N2 manages
S′i homogeneous servers. A DC tenant with heterogeneous
servers can be viewed as multiple virtual tenants, each having
homogeneous servers.

Energy reduction of DCs. Even though DC tenants may
use various control knobs (e.g., scaling down CPU frequencies,
migrating loads to other places) for energy saving, the simple
yet widely-studied approach that our study adopts as an
example is turning off idle servers [11], [17], [40]. If tenant
i has no intention to participate in EDR, all of its servers
are active, and the workload will be evenly distributed to all
servers to optimize performance [17]; hence, the total power
consumption (i.e., cooling and IT) of this case is [11]

qi,2(S′i) = S′i

(
pi,s + pi,a

λi
S′iµi

)
PUE, (7)

where pi,s and pi,a are the static and active powers of each
server, respectively, λi is the workload arrival rate, µi is a
server’s service rate measured in terms of the amount of
workload processed per unit time, λi

S′
iµi

is the server utiliza-
tion with S′i active servers, and PUE is the power usage
effectiveness of a DC, which is measured by IT plus non-IT
power consumption divided by IT power consumption. When
participating in EDR by turning off si servers, the power
consumption of DC tenant i is

qi,2(si) = (S′i − si)
(
pi,s + pi,a

λi
(S′i − si)µi

)
PUE. (8)

Therefore, the energy reduction by tenant i is

ei := (qi,2(S′i)− qi,2(si)) ∆t = γisi, ∀i ∈ N2, (9)

where γi := pi,s PUE∆t is a constant value of tenant i.
Turning servers off can have negative effects on tenant

performance, inducing tenant costs. We rely on two typical
costs that are widely used for tenants: the wear-and-tear cost
and Service Level Agreement (SLA) cost [11], [17].

SLA cost. Since many Internet services hosted in DCs
are sensitive to response/delay time, the SLA cost can be
viewed proportionally to DC tenant mean response time. Using
the M/M/1 queue, the mean response time of DC tenant i’s
workload is

di(si) :=
1

µi − λi

S′
i−si

. (10)

We note that the queueing model has been widely used as a
reasonable approximation for the actual service process [44],
[45]. With this queueing model, we assume the tenant work-
load delay is negligible if it is below a predefined threshold d0.
Furthermore, di(0) ≤ d0, which means that DC tenants with
full server capacity always guarantee the “best” SLA, i.e., no
revenue loss for DC tenants due to service delay. On the other
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hand, DC tenant i has a “worst” SLA threshold Di promised
to its workload delay such that

di(si) ≤ Di, (11)

which means

si +
λi

µi − 1/Di
≤ S′i. (12)

This can be interpreted to mean that DC tenant i needs at
least λi

µi−1/Di
servers to guarantee a mean service delay of

each workload less than Di. Therefore, we assume that 0 ≤
λi

µi−1/Di
≤ S′i, and we have the following constraint of DC

tenant i for turning off servers:

0 ≤ si ≤ Si := S′i −
λi

µi − 1/Di
. (13)

The above constraint reflects the hard QoS constraint for a
wide range of cloud applications such as multimedia, online
gaming services [17], [19], [46]. When si increases, the
workload distributed to the remaining active servers (i.e.,
λi

S′
i−si

) increases due to the added migrating load, which leads
to an increase in di(si). With thousands of servers in a DC,
we assume that si is a continuous variable [17].

Wear-and-tear cost. This cost occurs when tenants
switch/toggle servers between active and idle states in every
period and is linear with the number of turned-off servers [17].
Therefore, DC tenant i’s total cost when turning off si servers
is

Ci(si) = ωwat si + ωsla λi max(di(si)− d0, 0), ∀i ∈ N2,
(14)

where ωwat ($/server) and ωsla ($/delay) are the weights rep-
resenting the unit cost of wear-and-tear and SLA, respectively.

C. Backup Generator

As HVAC and DCs together may not shed enough energy
as required by the EDR, the MUB operator needs to resort to
other control knobs, typically backup generators, to make up
the energy reduction shortage. We assume that the MUB has
a singleton set N3 of a generator.

Let qi,3 and η′i denote the power capacity and efficiency of
the generator i ∈ N3, respectively, then its energy production
during time slot ∆t is

ei = ηi qi,3, (15)

where ηi := η′i ∆t. Since a generator can control its power
capacity to produce an amount of energy during a time slot,
the backup generator cost is expressed as follows:

Ci(qi,3) = ωbgηi qi,3, i ∈ N3, (16)

where ωbg is the unit cost of the backup generation (e.g., diesel
price).

D. EDR of MUB: Problem Formulation and Challenges

It is critical for the MUB to satisfy the EDR signals without
causing much negative impact on the SLA performance of DC
jobs or the user comfort in the building. Consequently, we
consider the MUB’s cost minimization problem for EDR as
follows:

Pmub : min.
∑
i∈N1

Ci(T̄i) +
∑
i∈N2

Ci(si) +
∑
i∈N3

Ci(qi,3)

(17)
s.t. ei = κi T̄i, ∀i ∈ N1, (18)

ei = γisi, ∀i ∈ N2, (19)
ei = ηiqi,3, ∀i ∈ N3, (20)∑
n∈N1

ei +
∑
i∈N2

ei +
∑
i∈N3

ei = Q, (21)

var. 0 ≤ T̄i ≤ R, ∀i ∈ N1, (22)
0 ≤ si ≤ Si, ∀i ∈ N2, (23)
0 ≤ ei ≤ Q, i ∈ N3. (24)

In Pmub, the objective is to minimize the MUB’s total
“cost” incurred for shedding energy for the EDR. The EDR is
reflected in constraint (21) such that the MUB’s response is
equal to an an energy reduction target Q required by the LSE
[40]. The MUB operator needs to solve a joint optimization
problem by judicially optimizing server allocation, backup
generator, and indoor temperature control such that the total
MUB cost (which represents the overall negative impact of
EDR) is minimized. In practice, these variables of Pmub are
usually discrete; however, due to their large values, they can
be approximated as continuous values and then rounded to
the closest integers, similarly to existing works [39], [47].
Then, it is straightforward that Pmub is a convex problem
that can be solved efficiently using the interior-point method.
However, this centralized approach requires global access to all
information of individual tenants, which may not be possible
since all tenants are not willing to share their private data.

In practice, moreover, the MUB tenants are logically cou-
pled (due to the shared total energy reduction required for
EDR) but are physically self-managed in a separate manner.
That is, they have their own controllers that are independent
of each other. Thus, in order to utilize these independent
controllers, a distributed implementation is essential. One
may think about using the standard dual decomposition with
(sub)gradient methods [48] for distributed optimization. How-
ever, since discomfort cost and backup generator cost are linear
functions, the dual decomposition approach, which requires
the cost function to be strictly convex, is not applicable [49].
Furthermore, shedding energy will increase tenant operational
cost, raising the question of incentives for tenants’ EDR
participation.

To address those challenges, in the next two sections, we
propose two incentive-aligned mechanisms that can coordinate
two types of non-strategic and strategic MUB tenants to
participate in the EDR such that the solutions of Pmub can
be obtained.
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IV. INCENTIVE-ALIGNED AND COORDINATED
MECHANISM FOR NON-STRATEGIC TENANTS

In this section, we first design an incentive-aligned and co-
ordinated mechanism for MUB non-strategic tenants. We then
propose an algorithm that enables a practical implementation
for this mechanism in a distributed and scalable manner.

A. Mechanism Design for Non-strategic Tenants

We denote an aggregated set of all MUB tenants by
N = N1 ∪N2 ∪N3. The mechanism for non-strategic tenants
(MECH-NA) is described as follows:

MECH-NA:
1) MUB operator determines two components of the mech-

anism:
(a) A reward rate, denoted by a vector δ := {δi}i∈N , is

the compensation price paid for every unit of energy
shedding by tenants.

(b) A commitment, characterized by a vector ê =
{êi}i∈N such that

1T ê = Q (25)

and a penalty ρ(e − ê)2 for commitment deviation
where e = {ei}i∈N is an energy shedding vector of
MUB tenants.

2) MUB tenants, based on this mechanism components,
decide their energy shedding as follows:

max.
ei∈[0,emax

i ]
δiei − ci(ei)−

ρ

2
(ei − êi)2, (26)

where

ci(ei) :=


Ci(ei/κi), ∀i ∈ N1;

Ci(ei/γi), ∀i ∈ N2;

Ci(ei/ηi), ∀i ∈ N3,

(27)

with its marginal cost

c′i(ei) =


ωcf l
κi
, if i ∈ N1;

ωwat

γi
+ ωsla

γi

λ2
i

((Si−ei/γi)µi−λi)2 , if i ∈ N2;
ωbg

ηi
, if i ∈ N3,

(28)

and

emaxi =


R/κi, ∀i ∈ N1;

Si/γi, ∀i ∈ N2;

Q, i ∈ N3.

(29)

3) Mechanism equilibrium is a vector (δ∗, ê∗, e∗) satisfy-
ing (25) and (26) such that ê∗ = e∗.

In MECH-NA, while the operator rewards tenants according
to the commitment that satisfies the EDR signal, each tenant
individually decides energy shedding to maximize its reward
and minimize its costs, including its own cost and the com-
mitment deviation cost. Even though the rationale behind the
mechanism design is intuitive, its efficiency can be affected
by many questions: Is there a mechanism equilibrium? If yes,

Algorithm 1 Distributed Algorithm for MECH-NA

1: initialization: k = 0, set random positive (δ(0), ê(0));
2: repeat
3: k ← k + 1;
4: Tenant i decides e(k)

i as in (30);
5: The operator updates ê(k) and δ(k) by solving (31)

and (32), respectively;
6: until ‖δ(k) − δ(k−1)‖2 < ε.

then is it an optimal or sub-optimal solution to Pmub? And
how can this mechanism be implemented distributively?

To answer all the questions, we first propose a distributed
algorithm for MECH-NA in Algorithm (Alg.) 1. Then we
show that this algorithm can converge to an equilibrium of
MECH-NA, which is an optimal solution to Pmub.

B. Distributed Algorithm for MECH-NA

In MECH-NA, while MUB tenants rely on reward rate and
commitment information to solve (26), the MUB operator
must know the energy shedding of tenants to determine its
reward rate and commitment. Thus, there is an interaction
between MUB operator and tenants such that this mechanism
cannot be implemented in only one round. Therefore, we
propose the following iterative and distributed algorithm for
the mechanism in Alg. 1. In principle, Alg. 1 enables the
interaction in which the MUB operator and tenants exchange
(ê, δ) and e, respectively, until they reach an agreement of
ê∗ = e∗.

Step 1: After receiving an EDR signal, the operator will
announce the MECH-NA mechanism to all tenants.

Step 2: MUB tenants and operator interact sequentially as
in line 4 and line 5 of Alg. 1, respectively. Specifically, MUB
tenants solve the reward-minus-cost maximization problem
(26) to obtain

e
(k)
i =

[
ê

(k−1)
i +

δ
(k−1)
i

ρ
− c′i(e

(k)
i )

ρ

]
[0,emax

i ]

(30)

where [x]X denotes the projection of x onto the set X . On the
other hand, the operator will update the commitment ê(k) as
the solution to this problem

min. êT δ(k−1) +
ρ

2
‖ê− e(k)‖22 (31)

s.t. 1T ê = Q,

var. ê ≥ 0

and update the reward rate as follows:

δ(k) = δ(k−1) + ρ(ê(k) − e(k)). (32)

Step 3: If the interaction stops with the convergence condition
in line 6, the MUB EDR proceeds: tenants shed their energy
usage e∗ and receive reward δ∗.

The design of Alg. 1 is based on basic principles of ADMM
approach [49], which guarantees the convergence since Pmub

is a convex problem.
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Theorem 1. Alg. 1 converges to a mechanism equilibrium,
which is also a solution to Pmub.

Proof: Please see Appendix A.

Remarks:
1) The two-way communication exchanges between tenants

and operator are composed of one-dimensional and two-
dimensional information, respectively.

2) By submitting e(k)
i , tenant i can keep its cost function ci(ei)

private, whereas the operator can hide the EDR signal Q
and private information of other tenants from tenant i by
only revealing the pair (δ

(k)
i , ê

(k)
i ). Furthermore, the reward

rate is differentiated to tenants during iterations.
3) In each iteration, the operator needs to solve the strictly

convex optimization (31) with an existing efficient algo-
rithm such as the interior-point method. Otherwise, we can
obtain the solution to this problem as

ê
(k)
i =

[
e

(k)
i − (δ(k−1) + β(k))/ρ

]
[0,∞]

, (33)

where β(k) is the solution to the following equation∑
i∈N

[
e

(k)
i − (δ(k−1) + β(k))/ρ

]
[0,∞]

= Q, (34)

which can be solved using a numerical method such
as bisection search. In this case, the operator needs to
calculate ê

(k)
i for each tenant i. Thus, MECH-NA with

Alg. 1 is scalable with complexity O(N).

V. INCENTIVE-ALIGNED AND COORDINATED MECHANISM
FOR STRATEGIC TENANTS

In this section, we first tailor the VCG-Kelly mechanism
to adapt to the MUB EDR context, based on which we next
design an incentive-aligned and coordinated for MUB strategic
tenants. Finally, we propose a scalable and distributed algo-
rithm to enable practical implementation for this mechanism.

A. Tailored VCG-Kelly Mechanism for MUB EDR

We assume that all MUB tenants are strategic and bid for
a total amount of Q energy shedding to receive compensation
rewards from the MUB operator. Each tenant i submits its
bid θi to the operator, representing its aggressiveness for
energy shedding. We denote the bid vector of all tenants by
θ = {θi}i∈N . We also denote the bid vector of all tenants
excluding i by θ-i = {θj}j∈N−i. The original VCG-Kelly
mechanism [50] is presented in the context of resource buyer’s
utility maximization, which is in sharp contrast to our context
on cost minimization of energy-shedding tenants. Therefore,
we tailor the VCG-Kelly mechanism for the MUB EDR as
follows.

MUB Operator. Lacking cost information of all tenants, the
operator assumes that the cost of tenant i is represented by a
surrogate function Vi(xi; θi). With the input θ, the operator

solves the following energy shedding allocation problem such
that the (assumed) social cost is minimized:

Pvcgk : min.
∑

i∈N
Vi(xi; θi) (35)

s.t.
∑

i∈N
xi = Q, (36)

var. xi ≥ 0, ∀i ∈ N . (37)

Denote the solution of this problem as x∗(θ) = {x∗i (θ)}i∈N .
Then, the operator sets the energy shedding rule:

ei(θi,θ-i) = x∗i (θ), (38)

and the reward rule:

ri(θi,θ-i) =
∑
j 6=i

Vj(x
∗
j (θ-i), θj)− Vj(x∗j (θ), θj), (39)

where x∗j (θ-i), ∀j ∈ N − i, is the solution to the problem
Pvcgk with input θ-i.

MUB Tenants. The payoff function of tenant i with bid θi
is given as the following:

Πi(θi,θ-i) = ri(θi,θ-i)− ci(ei(θi,θ-i)), (40)

where ci(ei(θi,θ-i)), ∀i ∈ N , is the tenant cost function
defined as in (27).

Since the tenants strategically maximize their payoffs by ad-
justing energy shedding bids, there exists an energy shedding
game G (N , {Θi}, {Πi}) defined as follows:
• Players: MUB tenants in the set N ;
• Strategy: θi ∈ Θi, ∀i ∈ N ;
• Payoff function: Πi(θi,θ-i), ∀i ∈ N

where Θi = [0, θmaxi ] is the strategy space of tenant i such
that

θmaxi = {θ̄i : ei(θ̄i,θ-i) ≤ emaxi }, ∀i ∈ N . (41)

For this game, a bidding profile θ∗ is called a Nash Equilib-
rium (NE) if and only if

θ∗i = arg max
θi∈Θi

Πi(θi,θ
∗
−i), ∀i ∈ N . (42)

Definition 1. An NE θ∗ of the energy shedding game
G (N , {Θi}, {Πi}) is called efficient if ei

(
θ∗i ,θ-i

∗), ∀i ∈ N ,
is also an optimal solution to Pmub.

For a single operator and multiple tenants, the Kelly mech-
anism [51] specifies both resource allocation and payment
rules with one-dimensional bids such that sum of non-strategic
tenants’ valuations is maximized (full efficiency). However,
the Kelly mechanism is not strategy-proof: the strategic ten-
ants can reflect their bids untruthfully to gain more reward,
resulting in compromised efficiency. On the other hand, the
VCG mechanism [52] is both efficient and strategy-proof such
that a truthful valuation report is a dominant strategy for all
tenants. However, the buyers’ valuation functions are infinite-
dimensional, which prevents the VCG mechanism from hav-
ing a scalable implementation, let alone privacy violation.
Therefore, the marriage of these two mechanisms, the VCG-
Kelly, combines all benefits of Kelly and VCG mechanisms:
efficiency, one-dimensional bids, and strategy-proof property.
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For the VCG-Kelly-based mechanism design, we see that
the payoff of tenants (40) depends on the energy shedding
(38) and reward allocation (39) rules, which in turn depend
on the solution to Pvcgk. Hence, the existence of an NE
of G (N , {Θi}, {Πi}) depends on the surrogate function.
Therefore, the key challenges are: a) how to choose a surrogate
function such that the NE of G (N , {Θi}, {Πi}) is efficient3

and b) designing a scalable and distributed implementation to
obtain an efficient NE. We will address both issues in the next
two sub-sections.

B. Mechanism Design for Strategic Tenants

By carefully choosing a surrogate function (to be disclosed
later), we propose a strategy-proof mechanism for strategic
tenants (MECH-SA) as follows.

MECH-SA:
1) MUB operator announces two components of the mech-

anism:
(a) Energy reduction rule:

ei(θi,θ-i) = x∗i (θ) =

{
θi

θi+θΣ
-i
Q, θi > 0;

0, θi = 0.
(43)

(b) Reward rule:

ri(θi,θ-i) =
QθΣ

-i

α+ 1

[(
θΣ

-i

)−(1+α)

−
(
θi + θΣ

-i

)−(1+α)
]

(44)

where θΣ
-i :=

∑
j∈N−i θj .

2) MUB tenants, based on these mechanism components,
choose their bids to maximize payoff Πi(θi,θ-i), ∀i ∈ N ,
inducing the game G (N , {Θi}, {Πi}).

3) Mechanism equilibrium is an NE point of
G (N , {Θi}, {Πi}).

We next reveal our surrogate function and analyze the effi-
ciency of MECH-SA in the following results.

Lemma 1. By choosing the surrogate function

Vi(xi; θi) =
θiQ

1 + α

(
θiQ

xi

)−(1+α)

,∀i ∈ N , (45)

we obtain MECH-SA as a VCG-Kelly-based mechanism.

Proof: Please see Appendix B.

Assumption 1. We assume that two following inequalities are
satisfied:

c′i∈N3
(0) > min

i∈N1∪N2

c′i(0), (46)

Q > max
i∈N1∪N2

emaxi . (47)

Since ci(0) = 0, ∀i ∈ N , the first assumption (46) prevents
Pmub solutions from the most trivial case in which the MUB
only relies on the backup generator for EDR, as in current
practice. The second assumption (47) indicates that Q is

3We note that the celebrated sum-weighted-log surrogate function of the
Kelly mechanism cannot be applied to the MUB EDR.

Algorithm 2 Distributed Algorithm for MECH-SA

1: initialization: k = 0, set a random value θΣ
-i

(0)
> 0;

2: repeat
3: k ← k + 1;
4: Tenant i updates θ(k)

i as in (51), ∀i;
5: Operator updates θΣ

-i
(k) as in (52), ∀i;

6: until
∣∣Q−∑i∈I ei

(
θ

(k)
i ,θ-i

(k)
)∣∣ < ε.

sufficiently large such that no tenants (except the generator)
can perform the EDR alone. Assumption 1 is essential for the
following result.

Theorem 2. With Assumption 1, MECH-SA has an efficient
NE θ∗ with a set M of M tenants having positive bids.
Furthermore, we have:

M ≥ 2, (48)

c′i(0) ≥
∑

j∈N−i
θ∗j , ∀i ∈ N : θ∗i = 0, (49)

(
c′i∈N3

(0)
)−1/α ≤

∑
i∈M

θ∗i ≤
(

min
i∈N1∪N2

c′i(0)

)−1/α

.

(50)

Proof: Please see Appendix C.
There are three implications from Theorem 2 corresponding

to (48), (49), and (50), respectively. First, if an NE is efficient,
then it has at least two tenants with positive energy shedding.
Second, a tenant i will not participate in EDR if its base
marginal cost is higher than the aggregated bids of others at
the equilibrium. And third, the sum of positive bids is bounded
within a range that depends on α and base marginal costs.

C. Distributed Algorithm for MECH-SA

We propose a distributed and scalable implementation for
MECH-SA, which is presented in Alg. 2. The basic operations
of this algorithm for the MUB EDR can be described as
follows.

Step 1: After receiving an EDR signal, the operator will
announce the MECH-SA rules (43) and (44) to all tenants.

Step 2: MUB tenants and operator interact in line 4 and
line 5 of Alg. 2, respectively, using simple communication
exchanges: while each tenant strategically chooses its best
response:

θ
(k)
i =

[(
c′i

(
ei
(
θ

(k)
i ,θ-i

(k−1)
)))−1/α

− θΣ
-i

(k−1)
]

Θi

, (51)

the operator calculates θΣ
-i for each tenant i:

θΣ
-i

(k)
=
[(
δ(k)

)−1/α − θ(k)
i

]
[0,∞]

,∀i ∈ N , (52)

with

δ(k) =
[
δ(k−1) + γ(k)

(
Q−

∑
i∈N

ei
(
θ

(k)
i ,θ-i

(k−1)
))]

[ε,∞]
.

(53)

Here ε is an arbitrarily small positive number to avoid unde-
fined value in (52).
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Fig. 2: Convergence of MECH-NA in WeightSet 1, where all tenants have positive energy shedding.
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(c) Convergence of tenant bids.

Fig. 3: Convergence of MECH-SA in WeightSet 1, where all tenants have positive energy shedding.

Step 3: If the interaction stops with the convergence condi-
tion in line 6, the EDR proceeds: tenant i reduces energy usage
by an amount ei(θ∗i ,θ-i

∗) and receives its reward Ri(θ∗i ,θ-i
∗).

The basic principles of Alg. 2 imitate the dual gradient
method [53], which is widely used in both residential and
commercial datacenter demand response, such as in [37] and
[47], respectively.

Proposition 1. Alg. 2 can converge to an efficient NE θ∗ with
some conditions of the step-size rule and the curves of cost
functions.

Proof: Please see Appendix D.
Remarks:

1) The two-way exchanges between tenants and operator are
one-dimensional bids.

2) With a single bid θi, tenant i can keep its cost function
ci(ei) private, whereas the operator can hide other individ-
ual bids from tenant i by revealing only the aggregated
θΣ

-i . Similar to MECH-NA, the reward of MECH-SA is
differentiated to MUB tenants.

3) In each iteration, the operator needs to calculate θΣ
-i for each

tenant i. Thus, Alg. 2 has the same complexity O(N) as
that of Alg. 1, which supports the scalability of MECH-SA.

4) Even though MECH-SA is strategy-proof and scalable with
Alg. 2, it requires a stronger condition for NE existence
(c.f. Assumption 1) and algorithm convergence (c.f. Propo-
sition 1) than that of MECH-NA with Alg. 1.

VI. SIMULATION RESULTS

In this section, we first describe the simulation settings and
then present the results of the two proposed mechanisms to

validate their efficacy.

A. Settings

For office tenants, the outdoor temperature is set to T outi =
32oC for all case studies. We use the same model of [41] such
that T cf = a+ b · T outi , where a is set to 17.8, and b is set to
0.31. Thus, the comfort temperature T cf is 27.7oC. The heat
gain Gi(t) of each office is set in a range from 1.2 to 1.7,
and its conductivity mi is in a range from 200 to 450 J/s.C.
Furthermore, we have l = 2/7 (discomfort/oC), R = 21/2oC,
and M = 0.05. These values are conducted to emulate an
approximate number of 100 occupants in an office [41].

For DC tenants, we set S′i = 2000 servers, ∀i, and their
corresponding service rates µi are increased from 2 to 6 jobs/s.
We set pi,a and pi,s to 200 and 400 Watts, respectively, for
all servers. The PUE is set to 1.5, which is typical for
DCs [54]. The SLA delay threshold Di is set to 1 second,
which can be different depending the tenant’s applications and
services. In terms of DC tenant workload, we use the real
trace of Facebook [55], from which we randomly collect 40
contiguous time slots. During considered time slots, workloads
are normalized with respect to the total maximum capacity of
tenants.

For the remaining parameters, unless stated otherwise, Q =
1 MWh for all cases. The backup generator efficiency is set
to 1. For Alg. 1, we set ρ = 10−5. For Alg. 2, the step size
is set to γ(k) = 7 · 10−5/k; moreover, we set α = 1.3 for the
surrogate function and initialize δ = 0.06. Finally, ε = 10−4

in both algorithms.
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B. Results

In order to evaluate the performance MECH-NA and
MECH-SA, we compare the proposed mechanisms with the
three following baselines:
1) BK: Similar to the current practice, this baseline only uses

the backup generator for EDR, i.e., ei∈N3
= Q and ei = 0,

∀i ∈ N1 ∪N2.
2) DC-BK: Similar to the existing works [11], [47], [56], this

baseline only relies on DCs and backup generator for EDR,
i.e., T̄i = 0, ∀i ∈ N1, and constraint (21) is reduced to∑
i∈N2

ei +
∑
i∈N3

ei = Q.
3) OFF-BK: As a partially coordinated approach for MUB

EDR, this baseline only uses the HVAC control and the
backup generator for EDR, i.e., si = S′i, ∀i ∈ N2, and
constraint (21) is reduced to

∑
n∈N1

ei +
∑
i∈N3

ei = Q.

Convergence and efficiency. We first illustrate the equilib-
rium convergence and optimality of MECH-NA with Alg. 1
and MECH-SA with Alg. 2 in Figs. 2 and 3, respectively.
For ease of convergence observation, we first consider a small
MUB system including three office tenants, three DC tenants
and one backup generator. With a careful weight setting,
namely WeightSet 1 that will be described later, these figures
demonstrate an “ideal scenario,” in which all tenants types
have positive energy shedding.

Compared with other baselines, MECH-NA at equilibrium
achieves the minimum cost, which is also the optimal MUB
cost in Fig. 2a. Furthermore, the convergence of each tenant’s
energy shedding and the reward rates are shown in Figs. 2b
and 2c, respectively. Similar to MECH-NA, MECH-SA at
its equilibrium can obtain the optimal MUB cost and tenant
energy shedding, as shown in Figs. 3a and 3b, respectively,
whereas the corresponding convergent bids are shown in
Fig. 3c.

Even though both proposed mechanisms, at their equilibria,
can achieve the Pmub optimal objective, it can be observed in
Figs. 2 and 3 that the convergence speeds of two mechanisms
are different, where MECH-SA converges faster and smoother
than MECH-NA. One of the reasons is the constant step-
side of MECH-NA, whereas that of MECH-SA is fine-tuned
diminishing.

Effect of weight parameters. We can see that the weight
settings affect the Pmub solution and thus the equilibria of
MECH-NA and MECH-SA. However, the unit-cost weights
are individual parameters such that tenants have the freedom to
decide the values at their own discretion. Hence, the operator
cannot fully control the weights so that the Pmub solution can
fall into an “ideal scenario.” In order to evaluate the sensitivity
of the proposed mechanisms to the weights, we classify the
settings into the following cases.
1) WeightSet 1: As discussed above, this is an “ideal scenario”

where all tenants have positive energy shedding, as in
Figs. 2 and 3.

2) WeightSet 2: In this setting, the backup generator has
sufficient high unit cost so that it is the last line for the
EDR: the backup generator is only in use if all offices and
DCs reach their maximum energy shedding. The effect of

this setting to tenant energy shedding of MECH-NA and
MECH-SA are shown in Figs. 4a and 4d, respectively.

3) WeightSet 3: In this setting, the office user comfort has
sufficient high unit cost so that HVAC control is the last
line for the EDR. The effects of this setting on tenant
energy shedding of MECH-NA and MECH-SA are shown
in Figs. 4b and 4e, respectively.

4) WeightSet 4: This setting gives DCs the first priority for
EDR. The effects of this setting on tenant energy shedding
of MECH-NA and MECH-SA are shown in Figs. 4c and
4f, respectively.

Despite various combinations of weight settings, Fig. 5
again shows that MECH-NA at its equilibrium achieves the
minimum cost, which is also the optimal MUB cost of Pmub,
compared with other baselines. Intuitively, the weight settings
affect to baseline performance: a) Fig. 5a shows that OFF-BK
and DC-BK have higher costs than the others due to WeightSet
2, b) Fig. 5b shows that OFF-BK and OFF-DC have higher
costs than the others due to WeightSet 3, and c) Fig. 5c shows
that OFF-BK, without DCs for EDR, has the highest cost. Fi-
nally, Fig. 6 shows that MECH-SA at the equilibrium achieves
the optimal MUB cost in all weight settings. Henceforth, since
MECH-SA and MECH-NA have the same performance, we
only present MECH-NA for all comparisons.

Effect of DC and non-DC workloads. Using a fixed weight
setting and applying the Facebook trace for DC workloads in
40 time slots, we next evaluate the MUB cost performance
of the proposed mechanisms in a new MUB setting with 10
offices and five DCs. We note that the dynamic DC workload
also affects to the non-DC workload because the constraint
(21) couples the EDR contributions of DCs and non-DC
equipments. For example, when the DC has high workload
and thus needs a large number of active servers, the EDR
contribution of the DC is low, which forces the non-DC loads
for EDR contribution to increase to satisfy the constraint (21).
Fig. 7 shows that, even though the MUB cost varies with
respect to DC and non-DC workload dynamics, MECH-NA
can a) obtain the minimum MUB cost in all time slots and b)
reduce the MUB total cost averaged over all time slots by up
to 33%, 60%, and 73% compared with OFF-BK, DC-BK, and
BK, respectively.

Effect of Q. Finally, using a fixed weight setting, we
compare the proposed mechanism with other baselines by
varying EDR signal Q. Fig. 8 shows that MECH-NA out-
performs the partially and non-coordinated approaches. Es-
pecially, compared with current practice (BK), MECH-NA
can reduce the MUB total cost up to 65.6%, 62.5%, and
59.4% when Q = 1000, 1500, and 2000 kWh, respectively.
We see that when Q increases, the contribution of both DCs
and offices to EDR decrease while that of backup generator
increase, which can be explained by the increased DCs’ wear-
and-tear and SLA cost and office discomfort cost.

VII. CONCLUSIONS

In this paper, we study MUB energy shedding for the EDR.
In view that the existing studies on demand response by
buildings and DCs have been largely isolated and resulted in
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(a) MECH-NA, WeightSet 2
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(b) MECH-NA, WeightSet 3
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(c) MECH-NA, WeightSet 4
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(d) MECH-SA, WeightSet 2
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(e) MECH-SA, WeightSet 3
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(f) MECH-SA, WeightSet 4

Fig. 4: Tenant energy shedding of MECH-NA and MECH-SA in WeightSets 2, 3, and 4.

0 100 200 300 400 500

Iterations

50

100

150

200

250

300

M
U

B
to

ta
lc

os
t

Optimal
DC-BK
OFF-BK
BK
MECH-NA

(a) WeightSet 2
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(b) WeightSet 3
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Fig. 5: MUB total cost of MECH-NA with WeightSets 2, 3 and 4.

non-coordinated energy management in MUBs, we propose
two coordinated and incentive-aligned mechanisms to enable
the EDR in MUBs, such that the total incurred loss (i.e.,
latency performance degradation for DCs, thermal discomfort
for office, and diesel generation) is minimized for energy
shedding during EDR. While the first mechanism is designed
for non-strategic tenants, the second is designed to handle the
strategic tenants. We also propose two scalable algorithms to
implement the proposed mechanisms such that the mechanism
equilibrium can be obtained in a distributed manner. We also
conduct a case study to validate our proposed mechanisms,
which achieve the optimal total incurred loss and thus outper-
form other partially or un-coordinated approaches.

APPENDIX A
PROOF OF THEOREM 1

We first define

f(e) =
∑

i∈N
ci(ei). (54)

Then Pmub can be presented in vector form as follows

min. f(e) (55)

s.t. 1Te = Q, (56)
0 ≤ e ≤ emax. (57)

Defining a set E = {e : 0 ≤ e,1Te = Q} and a following
indicator function

IE(e) =

{
0, e ∈ E ;

∞, otherwise,
(58)

we can rewrite Pmub as

min. f(e) + IE(e) (59)

By introducing auxiliary variable vector ê, we have an equiv-
alent problem of Pmub as follows:

min. f(e) + IE(ê) (60)
s.t. e = ê, (61)

with its augmented Lagrangian

Lρ(e, ê, δ) = f(e) + IE(ê) + δT (ê− e) +
ρ

2
‖ê− e‖22,
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Fig. 6: MUB total cost of MECH-SA
with WeightSets 2, 3, and 4.
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where ρ is a chosen parameter. Next, we obtain the following
sequential decomposable updates:

e(k) = arg min
0≤e≤emax

(
f(e)− eT δ(k−1) +

ρ

2
‖e− ê(k−1)‖22

)
,

(62)

ê(k) = arg min
(
IE(ê) + êT δ(k−1) +

ρ

2
‖ê− e(k)‖22

)
, (63)

δ(k) = δ(k−1) + ρ(ê(k) − e(k)). (64)

The first update (62) is the solution to the MUB tenants
problems (26). Since all of these problems are convex, using
the first-order condition, we can solve them to have the results
(30) of Alg. 1. The second update (63) is the solution to the
equivalent problem (31) of Alg. 1. Finally, because Pmub

is a convex problem, the ADMM method can guarantee the
convergence [49].

APPENDIX B
PROOF OF LEMMA 1

With Vi(xi; θi) = θiQ
1+α

(
θiQ
xi

)−(1+α)

,∀i ∈ N , the La-
grangian of Pmub is

L({xi}, {νi}, ζ) =∑
i∈N

θiQ

1 + α

(
θiQ

xi

)−(1+α)

−
∑
i∈N

νixi − ζ(
∑
i∈N

xi −Q).

(65)

The KKT condition [58] is
∂L
∂xi

= (θiQ)−αx−αi − νi − ζ = 0, ∀i ∈ N ,
νixi = 0, ∀i ∈ N ,
xi ≥ 0, νi ≥ 0, ∀i ∈ N ,∑
i xi = Q.

(66)

We see that, if xi > 0, then νi = 0; thus, we have

xi = θiQζ
1/α > 0. (67)

Combining the above equation with the last equation of the
KKT condition, we have ζ1/α = 1∑

i∈N θi
, which is plugged

into (67) to produce

x∗i (θ) =
θi∑
i∈N θi

Q. (68)

Therefore, with this x∗i (θ), the reward function (39) can be
presented as follows:

ri(θi,θ-i) =
∑
j 6=i

Vj(x
∗
j (θ-i), θj)− Vj(x∗j (θ), θj) (69)

=
QθΣ

-i

α+ 1

[(
θΣ

-i

)−(1+α)

−
(
θi + θΣ

-i

)−(1+α)
]
.

APPENDIX C
PROOF OF THEOREM 2

The following lemma is an essential building block to prove
Theorem 2.

Lemma 2. If Pmub has a solution in which at least two
tenants have positive energy shedding, then there exists a
corresponding unique efficient NE with at least two positive
bids of G (N , {Θi}, {Πi}).

Proof: We first find the optimality conditions for Pmub.
The Lagrangian of Pmub can be expressed as follows:

L(ei, νi, ζiδ) =∑
i∈N

ci(ei)− νiei + ζi(ei − emaxi ) + δ(
∑
i∈N

ei −Q), (70)

then we have the KKT condition for Pmub:
c′i(ei)− δ − νi + µi = 0, ∀i ∈ N ,
νiei = 0 and νi ≥ 0, ∀i ∈ N ,
ζi(ei − emaxi ) = 0 and ζi ≥ 0, ∀i ∈ N ,∑
i∈N ei = Q and ei ≥ 0, ∀i ∈ N .

(71)

This condition specifies a pair of optimal primal-dual solutions
({e∗i }, δ∗) such that:


c′i(e

∗
i ) = δ∗ > 0, if 0 < e∗i < emaxi ,

c′i(e
max
i ) ≤ δ∗, if e∗i = emaxi ,

c′i(0) ≥ δ∗, if e∗i = 0,∑
i∈N e

∗
i = Q.

(72)

We next find the efficient NE conditions for a bidding profile
θ∗ of G (N , {Θi}, {Πi}). We have

∂ui
∂θi

(θ∗i ,θ-i
∗) =

θ∗Σ-i D(
θ∗i + θ∗Σ-i

)2((θ∗i + θ∗Σ-i

)−α − c′i(ei(θ∗i ,θ-i
∗)
))
.

(73)
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Defining

g
(∑

i∈N
θ∗i

)
=
(∑

i∈N
θ∗i
)−α

, (74)

in order for a profile θ∗ to be an efficient NE according to
(42), we use the following first-order condition:
c′i
(
ei(θ

∗
i ,θ-i

∗)
)

= g(θ∗i + θ∗Σ-i ), if 0 < θ∗i < θmaxi ,∀i,
c′i
(
ei(θ

max
i ,θ-i

∗)
)
≤ g(θmaxi + θ∗Σ-i ), if θ∗i = θmaxi ,∀i,

c′i
(
ei(0,θ-i

∗)
)
≥ g(0 + θ∗Σ-i ), if θ∗i = 0,∀i,∑

i∈N ei(θ
∗
i ,θ-i

∗) = Q.

(75)

Comparing (72) and (75), we see that they have similar
structures. We will show that, for a pair of ({e∗i }, δ∗), there
exists a unique NE θ∗ such that ({e∗i }, δ∗) and θ∗ satisfy

g(
∑

i∈N
θ∗i ) = δ∗, (76)

ei(θ
∗
i ,θ-i

∗) = e∗i ,∀i ∈ N , (77)

and vice versa. We first show the forward case. Since g(.)
is strictly decreasing and limx→0 g(x) = ∞, given δ∗, there
exists a unique

∑
i∈N θ

∗
i = g−1(δ∗) > 0, where g−1(.) is

the inverse of g(.). Combining with (77), we obtain θ∗i =
e∗i g
−1(δ∗)/Q, ∀i. For the reverse case, given an NE θ∗, we

have a corresponding ({e∗i }, δ∗) according to (76) and (77).
Therefore, when Pmub has a solution ({e∗i }, δ∗) with at

least two positive values of ei, we see that there exists
a corresponding θ∗ such that θΣ

-i
∗
> 0, ∀i. For a fixed

θ-i
∗, there exists a unique solution θ∗i to (75), which is the

solution to maxθi ui(θi,θ-i
∗), ∀i, because g(θ∗i + θ∗Σ-i ) is

strictly decreasing, and c′i
(
ei(θ

∗
i ,θ-i

∗)
)

is strictly increasing
with respect to θ∗i . Therefore, (75) is a necessary and sufficient
condition for this θ∗ to be a unique efficient NE corresponding
to ({e∗i }, δ∗).

Finally, we show that, if θ′ has only one positive element,
then it is not an NE. Assume an tenant i has θ′i > 0 and
θ′−i = 0, then the reward to this tenant is zero. Therefore, this
tenant will decrease its bid to 0.

Now we prove the main results of Theorem 2.
(a) First, with Assumption 1, we see that Pmub has at least

two tenants with positive energy shedding; so, we can
apply Lemma 2 to have M ≥ 2.

(b) Second, we see that (49) is the result of the third inequality
of (75).

(c) Finally, in the remaining part of the proof, we will show
the correctness of inequality (50). From Lemma 2, for a
pair ({e∗i }, δ∗) and the corresponding θ∗, we must have

g(
∑

i∈N
θ∗i ) = δ∗ ≤ c′i∈N3

(0). (78)

Otherwise, if δ∗ > c′i∈N3
(0), then from the second line

of (72) we have ei = Q, i ∈ N3, so that ei = 0, ∀i ∈
N1∪N2, contradicting Assumption 1. Since g(.) is strictly
decreasing and positive, (78) implies∑

i∈M
θ∗i ≥

(
c′i∈N3

(0)
)−1/α

. (79)

On the other hand, from the first line of (72), we have

g(
∑

i∈N
θ∗i ) = δ∗ = c′i(e

∗
i ) ≥ min

i∈N1∪N2

c′i(0) (80)

since c′i(.) is positive non-decreasing, which implies∑
i∈M

θ∗i ≤
(

min
i∈N1∪N2

c′i(0)

)−1/α

. (81)

APPENDIX D
PROOF OF PROPOSITION 1

The best response (51) of tenant i chooses θ(k)
i ∈ Θi such

that

c′i
(
ei(θ

(k)
i ,θ-i

k−1)
)

= (θ
(k)
i + θΣ

-i
(k−1)

)−α = δ(k−1), (82)

where the second equation comes from (52), which is used
by the operator to modulate the information θΣ

-i to all tenants.
The update of δ(k) is re-written here as

δ(k) =
[
δ(k−1) + γ(k)

(
Q−

∑
i∈N

ei
(
θ

(k)
i ,θ-i

(k−1)
))]

[ε,∞]
.

(83)

Both (82) and (83) imitate the dual gradient method [53] of
Pmub, whose convergence depends on step-sides rules γ(k)

and/or the curve of cost function ci(ei). By Lemma 2, when
Alg. 2 converges to a Pmub’s optimal primal-dual solution
({e∗i }, δ∗), it also corresponds to an efficient NE θ∗.
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