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Abstract—We study the cross-layer design of congestion control and power allocation with outage constraint in an interference-limited

multihop wireless networks. Using a complete-convexification method, we first propose a message-passing distributed algorithm that

can attain the global optimal source rate and link power allocation. Despite the attractiveness of its optimality, this algorithm requires

larger message size than that of the conventional scheme, which increases network overheads. Using the bounds on outage probability,

we map the outage constraint to an SIR constraint and continue developing a practical near-optimal distributed algorithm requiring only

local SIR measurement at link receivers to limit the size of the message. Due to the complicated complete-convexification method,

however the congestion control of both algorithms no longer preserves the existing TCP stack. To take into account the TCP stack

preserving property, we propose the third algorithm using a successive convex approximation method to iteratively transform the original

nonconvex problem into approximated convex problems, then the global optimal solution can converge distributively with message-

passing. Thanks to the tightness of the bounds and successive approximations, numerical results show that the gap between three

algorithms is almost indistinguishable. Despite the same type of the complete-convexification method, the numerical comparison shows

that the second near-optimal scheme has a faster convergence rate than that of the first optimal one, which make the near-optimal

scheme more favorable and applicable in practice. Meanwhile, the third optimal scheme also has a faster convergence rate than that of a

previous work using logarithm successive approximation method.

Index Terms—Cross-layer design, convex optimization, congestion control, power control

Ç

1 INTRODUCTION

WIRELESS ad hoc networks have drawn much of
attention with their extensive practical applications,

rapid development and deployment in various fields such
as wireless sensors, mesh and cognitive networks. Due to
their limited resources (i.e., bandwidth, energy, spectrum,
etc.) and lack of a central controller, the main challenge is
the demand of efficient and fair resource allocation
requiring distributed feedback control mechanisms that
can react quickly to changing network conditions. In wired
networks, distributed control has been applied to Internet
congestion control in the form of message-passing dynamic
response. Many of works in this track are devoted to the
formulation of a network utility maximization (NUM)
framework which can be solved implicitly using congestion
avoidance mechanism of various transmit control protocols
(TCPs) (e.g., [1], [2], [3]) in which link capacities are usually
assumed to be known and fixed. However, these results
cannot be applied directly to wireless multihop networks
because the wireless link capacity depends on the received
signal and interference level, which complicates the NUM

design and distributed solutions due to the newly added
degree of freedom: power control.

Hence, the congestion control and power control have a
mutual relationship in wireless multihop network. The
congestion control regulates the source rates to avoid
overwhelming any link capacity which depends on inter-
ference levels, which in turn decided by link transmit
power control. The first NUM-based joint congestion
control and power control (JCPC) problem was character-
ized by Chiang [4]. The critical point of Chiang’s proposed
solution lies in the high-SIR approximation, which enables
the transformation of an original nonconvex problem into a
convex optimization problem. Using the gradient-based
algorithm, the author showed that the optimal end-to-end
rate control and power allocation could be achieved in a
distributed fashion with message-passing. Each source s
receives the aggregate congestion state of all links on its
route and then relies on this to adjust its data rate. Link
receivers also periodically broadcast the perceived noise
measurement, which helps other link transmitters use this
information to update their transmit powers.

However, in addition to the unfavorable high-SIR
assumption, this work also assumes static fading wireless
channels, which means that such an algorithm should be
able to update source rates and link powers whenever the
fading state changes. This assumption restricts its applic-
able scope to a slowly varying wireless channel. If we
consider a realistic case of fast-fading channel, the update
rate must be fast enough to keep track of changing fading
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states. This leads to the extravagant message-passing
overhead and the excessive waste of signal processing
energy due to frequent iterative updates.

In this paper, we investigate the JCPC problem in an
interference-limited multihop network in a dynamic fading
environment and with no assumption of high-SIR. Our
objective is to maximize the aggregate utilities and mini-
mize the total expended power. We aim to design a
resource allocation scheme that does not have to keep track
of the instantaneous fading state of the wireless channel.
Instead, we allow outages to occur between successive
updates; as a result, the updates can proceed on a much
slower time scale (i.e., the same time scale as log-normal
shadowing variations). We explicitly include the fading-
induced outage constraint into the underlying cross-layer
NUM problem, where we account for the statistical
variation in each link’s SIR and allow the SIR to drop
below a prescribed threshold with a predetermined prob-
ability. Our main contributions are summarized as follows:

. We pose a NUM framework of joint congestion
control and power allocation with explicit outage
constraint as a nonconvex programming problem.
Even though the outage constraint adds complexity
to the nonconvex property of this cross-layer NUM,
we first transform it to a new equivalent nonlinear
programming problem and then show that the new
problem is a convex optimization problem.

. Using a complete-convexification method, we pro-
pose two message-passing distributed algorithms
that solve the newly formulated convex optimization
problem.

- The first algorithm can attain the global optimal
source rates and link powers using a dual-based
algorithm, which involves dual decomposition
and a gradient-type algorithm. However, in
order to update the dual variables, this scheme
either requires receivers to measure individual
power noise from other transmitters, which is
impractical, or enlarges the size of the control
message, which increases the network overhead.
This algorithm serves as a benchmark to access
the performance of our second algorithm.

- By mapping the outage constraint into the SIR
constraint using the outage probability bounds
in a Rayleigh fading model, we design a second
algorithm which is near-optimal but practically
implementable. It alleviates the first algorithm’s
overhead-induced drawbacks in that it needs
only the local SIR measurement and a small-size
control message as in [4].

. The congestion control mechanism of the first and
second algorithms no longer preserves the existing
TCP stack like that of the conventional work [4]. We
continue developing the third algorithm using a
successive convex approximation method to account
for the TCP stack preserving property. This method
iteratively transforms the original nonconvex pro-
blem into approximated convex problems, then the
global optimal solution can converge distributively
with message-passing.

. In practical systems, the feedback signal is trans-
mitted over a wireless channel and is error-prone

due to the channel variations in link quality. Hence,
we also examine the convergence behavior of
proposed algorithms with regard to the random-
error message passing.

. Extensive numerical results show that the perfor-
mance of three algorithms is almost indistinguish-
able. Despite the same complete-convexification
method, the second design demonstrate a faster
convergence rate than the first one. A numerical
comparison also shows that the third algorithm
converge faster than a previous work using loga-
rithm successive approximation method.

The rest of this paper is organized as follows: in Section 2,
we discuss related work and in Section 3 we describe the
system model. We present the first proposal which can
achieve the optimal solution in Section 4. The second scheme
is a near-optimal algorithm and is proposed in Section 5. The
third algorithm using successive convex approximation
method is presented in Section 6. The convergence analysis
with random errors is presented in Section 7. Illustrative
numerical results are presented in Section 8, and our
concluding remarks are provided in Section 9.

2 RELATED WORK

In the literature, distributed algorithms for cross-layer
design have been widely recognized as robust and practical
methods to provide the efficiency and fairness of resource
allocation in wireless multihop networks (e.g., [5], [6], [7],
[8], [9]). Realizing the importance of convexity in this field,
many works have employed the transformations of vari-
ables to convert the underlying nonconvex problems into
the convex counterparts to facilitate the optimal algorithm
design [5], [7], [9], [10], [11], [12], [13], [14], [15].

The idea of using outage probability constraint to
updates network operations on a slower time scale was
first considered in [16] to solve a power control problem in a
single hop network, where the authors employed the
centralized interior-point method for numerical implemen-
tation. Another study [17] illustrates the convergence of a
power control scheme coupled with an outage constraint
and multiuser detection in single hop networks by employ-
ing standard interference function proposed by Yates [18].
Our works instead study joint congestion control and
power control for multihop networks by designing dis-
tributed algorithms with message-passing. Literature [19]
may be the first work utilizing an outage constraint to
address cross-layer JCPC problem. The authors first
consider the rate-outage constraint, then reformulate it as
a conventional source-rate constraint with a link outage
capacity [20] using the upper bound on outage probability,
which turns out to be an approximated optimization
problem. Tran and Hong [12] tackled the nonconvexity of
JCPC using a successive approximation method without
high-SIR assumption, but this work also assumed static
fading channel as in [4].

Finally, we summarize the key related models and
compare the existing cross-layer JCPC designs in the
literature with our three proposals, namely, Algorithm 1
(Alg. 1), Algorithm 2 (Alg. 2), and Algorithm 3 (Alg. 3) in
Table 1. All of the compared properties (i.e., high-SIR
assumption, implicit or explicit outage constraint and
message size) of the existing schemes as well as proposed
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schemes are mainly based on the complete-convexification
and successive approximation methods. The successive
approximation method can preserve the TCP stack via its
congestion control mechanism, which cannot be achieved
by complete-convexification method.

3 SYSTEM MODEL AND PROBLEM FORMULATION

3.1 Network Model

We consider a wireless multihop network with L ¼
f1; . . . ; Lg logical links shared by S ¼ f1; . . . ; Sg sources.
We assume that each source s emits a flow using a fixed set
of links LðsÞ on its route. The set of sources using link l is
denoted by SðlÞ ¼ fsj l 2 LðsÞg.

In this context, each source s always has data to transmit
and it obtains a utility UsðxsÞ when transmitting a flow at
data rate xs. We denote the vector of source rates
x ¼ ½x1; . . . ; xS�T . The utility function UsðxsÞ is assumed to
be twice continuously differentiable, nondecreasing and
strictly concave in xs. A utility can be interpreted as the level
of satisfaction attained by a user as a function of the resource
allocation. A large class of user fairness can be characterized
by the following general �-fair utility function [21]

U�
s ðxsÞ ¼

ð1� �Þ�1x1��
s ; if � � 0; � 6¼ 1;

logxs; if � ¼ 1:

�
ð1Þ

For example, it provides proportional fairness with � ¼ 1,
harmonic mean fairness with � ¼ 2 and max-min fairness
with �!1.

At the physical layer, we use a similar CDMA physical
model to that in [4] where simultaneous communications
can occur, resulting in multiple-access interference. The
instantaneous capacity of link l 2 L is a global and
nonconvex function of link power vector P ¼ ½P1; . . . ; PL�T

clð�lðPÞÞ ¼W logð1þK�lðPÞÞ; ð2Þ

where W is the baseband bandwidth and K is a constant
depending on modulation, coding scheme and bit-error rate
(BER) [20]. Unless otherwise stated, we assume W ¼ K ¼ 1
without loss of generality. �lðPÞ is the instantaneous SIR of
link l which is defined as

�lðPÞ ¼
PlGllFllP

k6¼l PkGlkFlk þ nl
; ð3Þ

where the gain Glk represents a large-scale, slow-fading
channel (e.g., distance-dependent path-loss or log-normal
shadowing), the gain Flk models a small-scale, fast-fading
channel from the transmitter on link k to the receiver on link
l, and nl is the thermal noise power at each receiver of link l.

We assume a nonline-of-sight radio transmission envir-
onment among transmitters and receivers. In this case, we
can employ a Rayleigh fading model, where exponential
random variables Flk are i.i.d. Over the considered time
scale, Glk is assumed to be constant. Then, the certainty-
equivalent SIR is

��lðPÞ ¼
E½PlGllFll�

E
P

k 6¼l PkGlkFlk þ nl
h i

¼ PlGllP
k6¼l PkGlk þ nl

;

ð4Þ

which can be interpreted as the link l’s SIR by assuming
fading-free channels with normalized E½Flk� ¼ 1; 8k [16].

Before proceeding, we introduce the notations relating to

the operating ranges of vectors of source rates x and link
powers P as follows:

X ¼
�
xs; s 2 Sj xmins � xs � xmaxs

�
; ð5Þ

P ¼
�
Pl; l 2 Lj Pmin

l � Pl � Pmax
l

�
: ð6Þ

3.2 Problem Formulation: JCPC with an Explicit
Outage Constraint

It is implicitly understood that the NUM problem of [4] is

linked directly with a determined fading state (i.e., both Flk
and Glk are fixed). Hence, for every new channel state, any
algorithm must be recalculated to determine the new

optimal solutions. From a practical viewpoint, this will
prohibit the effectiveness of such a message-passing

iterative algorithm in a fast-fading channel environment.
For example, when the fading rate increases, the iteration
rate must also increase in order to keep track of new

channel states, thus producing a considerable message-
passing overhead so that the scheme is no longer able to
track the channel states and collapses. In order to alleviate

this problem, instead of seeking optimal source rates and
powers based on instantaneous link capacities, we allow the

network to experience a tolerable level of outage so that
resources can be allocated on a much slower time scale [9],
[16]. To account for this issue, we incorporate the outage

constraint into the underlying NUM as follows:

maximize
x2X ;P2P

X
s

UsðxsÞ �
X
l

Pl

subject to
X
s2SðlÞ

xs � clð��lðPÞÞ 8l;

Pr �l � �thl
� �

� �l 8l;

ð7Þ
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where clð��lðPÞÞ ¼ logð1þ ��lðPÞÞ, Pr½�l � �thl � is the outage
probability defined as the proportion of time that some SIR
threshold �thl is not met for a sufficient reception at link l’s
receiver, and �l 2 ð0; 1Þ is the outage probability threshold
on link l. The objective is to maximize the network utility
while minimizing the total power. For a Rayleigh fading
channel, as in [16], the closed-form outage probability is

Pr½�l � �thl � ¼ 1� exp � nl�
th
l

PlGll

� �Y
k 6¼l

1þ �thl
PkGlk

PlGll

� ��1

: ð8Þ

Then problem (7) can be rewritten as

maximize
x2X ;P2P

X
s

UsðxsÞ �
X
l

Pl

subject to
X
s2SðlÞ

xs � clð��lðPÞÞ 8l;

Y
k 6¼l

1þ �thl
PkGlk

PlGll

� �
� �lðPlÞ 8l;

ð9Þ

where

�lðPlÞ ¼
exp
	
� nl�thl =PlGll



1� �l

: ð10Þ

We further assume that �thl and �l are chosen such that there
exist feasible points in problem (9).

3.3 Prior Treatment: JCPC with an Implicit Outage
Constraint

To address the same issue, Papandriopoulos et al. [9] focus
on the rate-outage probability Orate

l ¼ Pr½
P

s2SðlÞ xs > clðPÞ�
and apply the upper bound derived in [16] to reformulate
their outage constraint as follows:

Orate
l � 1� exp �

expð
P

s2SðlÞ xsÞ � 1

��lðPÞ

� �
� �l: ð11Þ

Manipulating the second inequality, they form a new
source-rate constraint included into the following NUM:

maximize
x2X ;P2P

X
s

UsðxsÞ �
X
l

Pl

subject to
X
s2SðlÞ

xs � logð1� logð1� �lÞ��lðPÞÞ 8l:
ð12Þ

The right-hand side of the above constraint is called �-
outage capacity [20]. Intuitively, in order to deal with the
fast-varying channel, the original link capacity has been
“lowered” to the �-outage capacity to ensure the source-rate
control achieves the rate-outage probability target �l.

3.4 Discussion

Technically, problem (12) seems easier to solve than (9),
and its algorithm is well presented in [9]. However, there
are two reasons advocating us to seek the optimal
solutions of (9).

. In problem (9), we can characterize a large class of
network QoS by tuning parameter �thl (see [22], which
showed that a minimum successful frame rate can be
converted to an appropriate �thl for a specific modula-
tion and coding scheme). With different values of �thl

on different links, different optimal solutions exist.
Problem (12) does not have this property.

. The approximated constraint of problem (12) re-
duces the size of the original constraint set. Hence,
there is no guarantee that its feasible region contains
the true optimal points, which may result in
suboptimal solutions. Conversely, in problem (9),
the right-hand size of the first constraint is the link
capacity in true form (Shannon sense), not in
approximation form like that of problem (12). And
the second constraint is the outage constraint in
explicit form using Rayleigh fading model. We
clearly see that both constraints of problem (9) are
in rightly and explicitly closed-form, so this model
guarantees the true optimal solutions with an
optimal algorithm.

4 OPTIMAL ALGORITHM:
COMPLETE-CONVEXIFICATION METHOD

Problem (9) is generally a nonconvex and nonseparable
optimization problem. In this section, we first transform (9)
into an equivalent convex problem, decompose it into
separable congestion and power control problems, and
finally present the distributed optimal algorithm.

4.1 Equivalent Convex Formulation

The new variables and sets are denoted as follows:

P̂l ¼ logPl; x̂s ¼ logxs;

X̂ ¼ fx̂s; 8s 2 Sj logxmins � x̂s � logxmaxs g;
P̂ ¼ fP̂l; 8l 2 Lj logPmin

l � P̂l � logPmax
l g:

Also, in order to simplify the notation, henceforth we
denote ��l ¼ ��lðPÞ and �̂�l ¼ ��lðeP̂Þ. Then problem (9) is
transformed into the following equivalent nonlinear pro-
gramming problem:

maximize
x̂2X̂ ;P̂2P̂

X
s

Usðex̂sÞ �
X
l

eP̂l

subject to log
X
s2SðlÞ

ex̂s

0
@

1
A � log cl �̂�l

	 

8l;

X
k 6¼l

log 1þ eP̂k�P̂l �
th
l Glk

Gll

� �
� log �l

	
eP̂l


8l:

ð13Þ

We furthermore assume that the utility function in this
context satisfies

d2UsðxsÞ
dx2

s

xs þ
dUsðxsÞ
dxs

� 0; ð14Þ

then Usðexpð:ÞÞ is a concave function [23]. We note that this
assumption is not restrictive and holds for the large class of
�-fair utility functions (1) when � � 1. Finally, we have the
following theorem.

Theorem 1. Problem (13) is a convex optimization problem.

Proof. See Appendix A, which can be found on the Computer
Society Digital Library at http://doi.ieeecomputersociety.
org/10.1109/TPDS.2012.118. tu
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4.2 Dual Decomposition and Optimal Solution

Thanks to the separable nature of problem (13), its
Lagrangian can be decomposed into two separate partial

functions as follows:

Lðx̂; P̂; ��; ��Þ ¼ Lx̂ðx̂; ��Þ þ LP̂ ðP̂; ��; ��Þ; ð15Þ

where

Lx̂ðx̂; ��Þ ¼
X
s

Usðex̂sÞ �
X
l

�l log
X
s2SðlÞ

ex̂s

0
@

1
A; ð16Þ

LP̂ ðP̂; ��; ��Þ ¼
X
l

 
�l log clð �̂�lÞ þ �l log �lðeP̂lÞ � eP̂l

� �l
X
k 6¼l

log

 
1þ eP̂k�P̂l �

th
l Glk

Gll

!!
:

ð17Þ

Here �� ¼ ½�1; . . . ; �L�T and �� ¼ ½�1; . . . ; �L�T , the Lagrange
multipliers of the first and second constraint, are considered
the link congestion price and outage price, respectively,

following the spirit of [2]. The partial dual functions can
be represented as

D1ð��Þ ¼ max
x̂2X̂

Lx̂ðx̂; ��Þ; ð18Þ

D2ð��; ��Þ ¼ max
P̂2P̂

LP̂ ðP̂; ��; ��Þ; ð19Þ

which are separate maximization problems. We denote
Dð��; ��Þ ¼ D1ð��Þ þD2ð��; ��Þ. The dual problem of (13) is

min
ðð��;��Þ�0

Dð��; ��Þ: ð20Þ

From Theorem 1, we know that the objective of the primal
problem (13) is a concave function and that the constraints are
convex. The Slater’s constraint qualification holds (which will

be shown later), leading to strong duality (i.e., zero duality
gap). This allows us to solve the primal (13) via the dual (20)
problem using the following iterative algorithm.

Algorithm 1. Optimal JCPC with an Outage Constraint

using Complete-Convexification Method

All primal and dual variables update iteratively as follows

until the termination criterion is satisfied

Congestion control. The source rate updates

xsðtþ 1Þ ¼
�
U
0�1
s ð�sðtÞÞ

�xmax
xmin

; ð21Þ

where U
0�1
s is the inverse of the first derivative of utility and

�sðtÞ ¼
X
l2LðsÞ

�lðtÞP
f2SðlÞ xfðtÞ

.

Power Control: The link power updates

Plðtþ 1Þ ¼
"

�lðtÞ � �lðtÞ ~mlðtÞ nl
logð1��lÞ

1þ
P

k6¼lðGklmkðtÞ þ �kðtÞ Gkl ~mkðtÞ
1þGkl ~mkðtÞPlðtÞÞ

#Pmax
Pmin

;

ð22Þ
where

�kðtÞ ¼ �kðtÞ
1

logð1þ ��kðtÞÞ
��kðtÞ

ð1þ ��kðtÞÞ
; ð23Þ

mkðtÞ ¼ �kðtÞ
��kðtÞ

GkkPkðtÞ
; ð24Þ

~mkðtÞ ¼
�thk

GkkPkðtÞ
: ð25Þ

Link Congestion Price Update:

�lðtþ 1Þ

¼
"
�lðtÞ � �ðtÞ

 
log clð��lðtÞÞ � log

 X
s2SðlÞ

xsðtÞ
!!#þ

: ð26Þ

Link Outage Price Update:

�lðtþ 1Þ ¼
"
�lðtÞ � �ðtÞ

�
log �lðPlðtÞÞ

�
X
k 6¼l

log

�
1þ �thl

GlkPkðtÞ
GllPlðtÞ

��#þ
: ð27Þ

Here, ½a�þ ¼ maxfa; 0g, ½a�cb ¼ maxfminfa; cg; bg and �ðtÞ is
the step size.

Proposition 1. The dual problem (20) has the strong duality

property.

Proof. Problem (13) is a convex problem according to
Theorem 1. There exist strictly feasible points; for example,
if we choose

x̂s ¼ �1 8s 2 S;
0 < P̂1 ¼ P̂2 � � � ¼ P̂L <1;
ð�thl ; �lÞ 2 IR2

þ; 8l 2 Lj
P

k 6¼l log 1þ �th
l
Glk

Gll

� �n
< log �l e

P̂l
� �o

:

8>>>><
>>>>:

So the Slater’s constraint qualification holds [24, pp. 226-

227]. tu

Proposition 2. The source rate update (21) solves the

maximization problem (18) for a fixed ð��; �Þ.
Proof. Because Lx̂ðx̂; ��Þ is a strictly concave function with

respect to x̂ for a fixed ��, the application of the first-order
optimal condition results in

@Lx̂ðx̂; ��Þ
@x̂s

¼ 0 ¼ ex̂s U 0sðex̂sÞ �
X
l2LðsÞ

�lP
f2SðlÞ e

x̂f

0
@

1
A: ð28Þ

The result is then obtained via transformation back to the

x-space. tu

Proposition 3. The power update (22) solves the maximization

problem (19) for a fixed ð��; �Þ.
Proof. See Appendix B, which is available in the online

supplemental material. tu

Because both the partial Lagrangians Lx̂ðx̂; ��Þ and

LP̂ ðP̂; ��; ��Þ are strictly concave, their optimal solutions are

unique for a specific ð��; ��Þ. The dual functions D1ð��Þ and

D2ð��; ��Þ are differentiable everywhere according to [25,
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Prop. 6.1.1]. Based on this, we applied the projected

gradient method to solve the dual problem (20) using the

dual variable updates (26) and (27). We address the

convergence of Algorithm 1 in the following theorem.

Theorem 2. For any initial power Pð0Þ 2 P, source rate xð0Þ 2
X and prices ð��ð0Þ; ��ð0ÞÞ � 0, the sequence of fxðtÞ;PðtÞ;
��ðtÞ; ��ðtÞg generated via Algorithm 1 converges to the global

optimal points if the step size satisfies �ðtÞ > 0;
P1

t¼0 �ðtÞ
2 <

1 and
P1

t¼0 �ðtÞ ! 1.

The convergence of Algorithm 1 can be proved using the

standard technique of gradient algorithm convergence

analysis [26]. Due to the limited space, the proof is not

included here.
For the sake of convenience, we use the same step size

�ðtÞ for both congestion and outage price updates without

loss of generality. If the step sizes are different, the prices

can be rescaled with no effect on the algorithm convergence.

Remarks:

1. The congestion control can be implemented dis-

tributively using message passing. The destination

sends a message back to the source to adjust its rate

according to (21), where the message accumulates

the congestion prices �lðtÞP
f2SðlÞ xf ðtÞ

of every inter-

mediate link l along its path to produce a total price

�sðtÞ at source node s.
2. Link power can also be updated in a distributed

fashion through message passing, analogous to
the algorithm in [4]. In this manner, each receiver
of link k broadcasts its control message containing
three real-value fields, mkðtÞ, ~mkðtÞ, and �kðtÞ.
Each transmitter of link l then receives these
values, estimates Gkl by using the training
sequences and updates its power according to
(22) using both congestion price and outage price.

3. The link congestion price update (26) only needs
the link’s local information, including the ingress
rate and SIR measurement.

4. The link outage price update (27) needs not only
the information of its local link power but also the
individual received powers of other interfering
transmitters. This requires that the receiver be able
to individually measure each interfering power,
which might be impractical. Another way to solve
this issue is to reserve another field (i.e., the fourth
field) which contains PkðtÞ in the control message
broadcast by the receiver of link k.

5. Due to the explicit outage constraint nature of
(13), the messages broadcast by receivers contain
much information. As a result, the overhead
increases and transmitters require more energy
to receive these messages and extract their
information. In the next section, we eliminate this
problem by proposing a near-optimal scheme.

5 NEAR-OPTIMAL ALGORITHM:
COMPLETE-CONVEXIFICATION METHOD

Due to the explicit outage constraint nature of (13), the

messages broadcast by receivers contain much information.

In this section, we eliminate this issue by proposing a near-

optimal scheme.
The upper and lower bounds on the outage probability of

link l, which were shown in [16], can be obtained as follows:

�thl
��l þ �thl

� Pr �l � �thl
� �

� 1� exp � �
th
l

��l

� �
: ð29Þ

Applying these bounds to the outage probability constraint,

we have

Pr �l � �thl
� �

� 1� exp � �
th
l

��l

� �
� �l; ð30Þ

�thl
��l þ �thl

� Pr �l � �thl
� �

� �l; ð31Þ

which correspond to these following average SIR con-

straints:

��l � �
�thl

logð1� �lÞ
; ð32Þ

��l � �thl
1

�l
� 1

� �
: ð33Þ

Hence, problem (7) can be reformulated as

maximize
x2X ;P2P

X
s

UsðxsÞ �
X
l

Pl

subject to
X
s2SðlÞ

xs � clð��lÞ 8l;

��l � 	l 8l;

ð34Þ

where 	l is the value of the right-hand side of either

inequality (32) or (33). The power allocation with lower

bound SIR constraint (33) is more aggressive than that with

the upper bound one (32), which will be illustrated in the

following section. Using a similar technique of log-changed

variables, (34) can be transformed into the following

equivalent optimization problem:

maximize
x̂2X̂ ;P̂2P̂

X
s

Usðex̂sÞ �
X
l

eP̂l

subject to log
X
s2SðlÞ

ex̂s

0
@

1
A � log cl �̂�l

	 

8l;

� log �̂�l � � log 	l 8l:

ð35Þ

This problem is also a convex programming problem. While

the objective function and the first constraint are the same

as in the convex problem (13), the second constraint

� log �̂�l ¼ � log Glle
P̂l

� �
þ log

X
k6¼l

Glke
P̂k þ nl

 !
; ð36Þ
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is clearly a convex function of P̂ due to the sum of linear

and log-sum-exp terms. Using the same approach as in

Section 4, the partial Lagrangians of (35) are

Lx̂ðx̂; ��Þ ¼
X
s

Usðex̂sÞ �
X
l

�l log
X
s2SðlÞ

ex̂s

0
@

1
A; ð37Þ

LP̂ ðP̂; ��; ��Þ ¼
X
l

�l log cl �̂�l
	 

þ �l log �̂�l � eP̂l : ð38Þ

Making use of the projected gradient algorithm to solve the

dual problem analogously to these in the previous section,

we design the second iterative algorithm as follows.

Algorithm 2. Near-Optimal JCPC with an Outage
Constraint using a Complete-Convexification Method

All primal and dual variables are updated iteratively as

follows until the termination criterion is satisfied

Congestion control: The source rate updates

xsðtþ 1Þ ¼
�
U
0�1
s ð�sðtÞÞ

�xmax
xmin

; ð39Þ

where U
0�1
s is the inverse of the first derivative of utility and

�sðtÞ ¼
X
l2LðsÞ

�lðtÞP
f2SðlÞ xfðtÞ

.

Power control: The link power updates

Plðtþ 1Þ ¼
"

�lðtÞ þ �lðtÞ
1þ

P
k 6¼l GklmkðtÞ

#Pmax
Pmin

; ð40Þ

where
�kðtÞ ¼ �kðtÞ

1

logð1þ ��kðtÞÞ
��kðtÞ

ð1þ ��kðtÞÞ
; ð41Þ

mkðtÞ ¼ ð�kðtÞ þ �kðtÞÞ
��kðtÞ

GkkPkðtÞ
: ð42Þ

Link Congestion Price Update:

�lðtþ 1Þ ¼
"
�lðtÞ � �ðtÞ

 
� log

 X
s2SðlÞ

xsðtÞ
!

þ log clð��lðtÞÞ
!#þ

: ð43Þ

Link Outage Price Update:

�lðtþ 1Þ ¼ ½�lðtÞ � �ðtÞðlog ��lðtÞ � log 	lÞ�þ: ð44Þ

Proposition 4. The dual problem of (35) has the strong duality

property.

Proof. We know that (35) is a convex problem and we can

choose any strictly feasible points such as

x̂s ¼ �1 8s 2 S;
ðP̂l; �thl ; �lÞ 2 IR3

þ; 8l 2 Lj log �̂�l > log 	l
� �

:

�

So the Slater’s constraint qualification holds [24, pp. 226-

227]. tu
From (37), we see that the congestion control mechanism

is the same as Algorithm 1. We focus on the power control
in the following result.

Proposition 5. The power update (40) solves the maximization

problem maxP̂2P̂ð38Þ for a fixed ð��; ��Þ.
Proof. See Appendix C, which is available in the online

supplemental material. tu

Similarly, with the same step-size condition as that in
Algorithm 1, the convergence of Algorithm 2 also can be
proved using gradient-based standard techniques.

Theorem 3. For any initial power Pð0Þ 2 P, source rate xð0Þ 2
X , and prices ð��ð0Þ; ��ð0ÞÞ � 0, the sequence of fxðtÞ;PðtÞ;
��ðtÞ; ��ðtÞg generated via Algorithm 2 converges to the global

optimal points if the step size satisfies �ðtÞ > 0;
P1

t¼0 �ðtÞ
2 <

1 and
P1

t¼0 �ðtÞ ! 1.

Remarks:

1. The congestion control mechanism is the same as
in Algorithm 1.

2. Link power control is much more simplified than
that of Algorithm 1, where the control message
broadcast by each receiver of link k only contains
mkðtÞ with locally measurable quantities. Link
power update (40) also uses both of link conges-
tion and outage prices.

3. The link outage price update requires only its
link’s local SIR measurement.

4. We note that Algorithm 2 converges to the global
optimal points of (35), which is an approximation
of (13). Hence, an optimal solution of (35) is
considered as a near-optimal solution of (13) (due
to the tightness of the bounds).

6 OPTIMAL ALGORITHM: SUCCESSIVE

APPROXIMATION METHOD

In previous section, a generalized convexity has been
established for the original problem (9) which allowed us
to propose Algorithm 1 that can achieve a globally optimal
solution through messaging passing without high-SIR
assumption. Due to the complicated convexification, how-
ever the rate allocation of Algorithm 1 with explicit message
passing no longer preserves the existing TCP stack like that
of [4], which makes it less favorable. To avoid high-SIR
assumption yet preserve TCP stack, in this section we
propose an algorithm using a novel successive approxima-
tion method to iteratively transform the original nonconvex
problem of JCPC into approximated convex problem, then
the global optimal solution can converge distributively with
message passing.

6.1 Approximated Convex Optimization Problem

In order to turn the original nonconvex problem (9) to an

approximated convex problem, we begin to form a new

lower bound approximation to the first constraint of

problem (9) X
s2SðlÞ

xs � ĉlðPÞ � clð��lðPÞÞ: ð45Þ

We note that clð��lðPÞÞ can be rewritten in the form
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clð��lðPÞÞ ¼ log
X
k2L

GlkPk þ nl

 !
� log

X
k 6¼l

GlkPk þ nl

 !
:

The arithmetic-geometric mean inequality states thatP
i 
iui �

Q
i u


i
i withui � 0,
i > 08iand

P
i 
i ¼ 1. By letting

vi ¼ 
iui, the inequality becomes
P

i vi �
Q

iðvi=
iÞ

i and the

equality happens when 
i ¼ vi=
P

i vi. Supposed each link l

have a vector 

l ¼ ½
l1; 
l2; . . . ; 
lLþ1�, employing the arithmetic-

geometric mean inequality to each link l we have

X
k2L

GlkPk þ nl �
YL
k¼1

GlkPk


lk

� �
l
k nl


lLþ1

 !
lLþ1

; ð46Þ

and the equality happens when


lk ¼
GlkPkP

k2LGlkPk þ nl
; k ¼ 1; . . . ; L;


lLþ1 ¼
nlP

k2LGlkPk þ nl
:

ð47Þ

Because logð:Þ is an increasing function of positive variables,

by taking logarithm on both sides of (46) we have

log
X
k2L

GlkPk þ nl

 !

�
XL
k¼1


lk log
GlkPk


lk

� �
þ 
lLþ1 log

nl


lLþ1

 !
¼4 fðP; 

llÞ:

ð48Þ

Letting ĉlðP; 

llÞ ¼ fðP; 

lÞ � logð
P

k 6¼l GlkPk þ nlÞ, we have

ĉlðP; 

lÞ � clð��lðPÞÞ; ð49Þ

and the equality happens when (47) holds.
Letting P̂l ¼ logPl, it is easy to see that

fðP̂; 

lÞ ¼
XL
k¼1


lkP̂k þ
XL
k¼1


lk log
Glk


lk

� �
þ 
lLþ1 log

nl


lLþ1

 !
;

is a linear function of P̂, so

ĉlðP̂; 

llÞ ¼ fðP̂; 

lÞ � log
X
k6¼l

Glke
P̂k þ nl

 !
; ð50Þ

is a concave function of P̂ (recall that log-sum-exponent is

convex). Hence, we have the approximated convex

optimization problem of the original one (9) with variables

x and P̂(

l is fixed) as following:

maximize
x2X ;P̂2P̂

X
s

UsðxsÞ �
X
l

eP̂l

subject to
X
s2SðlÞ

xs � ĉlðP̂; 

lÞ 8l;

X
k 6¼l

log 1þ eP̂k�P̂l �
th
l Glk

Gll

� �
� log �l

	
eP̂l


8l:

ð51Þ

6.2 Optimal Solution of Approximated Convex
Problem

Using the same approach as in Section 4, the partial

Lagrangians of (51) are

Lxðx; ��Þ ¼
X
s

UðxsÞ �
X
s

X
l2LðsÞ

�lxs; ð52Þ

LP̂ ðP̂; ��; ��Þ ¼
X
l

�
�lĉlðP̂; 

llÞ þ �l log �lðeP̂lÞ � eP̂l

� �l
X
k6¼l

log

�
1þ eP̂k�P̂l �

th
l Glk

Gll

��
:

ð53Þ

The maximization problem maxx2XLxðx; ��Þ of (52) is the
conventional rate control problem which is implicitly
solved by the congestion control mechanism for different
Us [4], hence preserving the existing TCP stack. The second
maximization problem maxP̂2P̂LP̂ ðP̂; ��; ��Þ of (53) is the
power control problem.

Similarly to previous sections, with utility function’s
assumption and strong duality because of Slater condition
qualification, we will use the projected gradient algorithm
to solve the dual problem. The following procedure solves
the approximated convex problem (51) of the original
nonconvex problem (9).

Procedure 1. Finding Optimal Solution of Approximated

JCPC with Outage Constraint

All primal and dual variables are updated iteratively as

follows until the termination criterion is satisfied

Congestion control: The source rate updates

xsðtþ 1Þ ¼
"
U
0�1
s

 X
l2LðsÞ

�lðtÞ
!#xmax

xmin

; ð54Þ

where U
0�1
s is the inverse of the first derivative of utility.

Power control: The link power updates

Plðtþ 1Þ

¼
"

�lðtÞ
1þ

P
k 6¼l

�
Gklm̂kðtÞ þ �kðtÞ Gkl ~mkðtÞ

1þGkl ~mkðtÞPlðtÞ

�
#Pmax
Pmin

; ð55Þ

where

�lðtÞ ¼ �lðtÞ
ll � �lðtÞ ~mlðtÞ
nl

logð1� �lÞ
; ð56Þ

m̂kðtÞ ¼
�kðtÞ��kðtÞ
GkkPkðtÞ

; ð57Þ

~mkðtÞ ¼
�thk

GkkPkðtÞ
: ð58Þ

Link Congestion Price Update:

�lðtþ 1Þ ¼
h
�lðtÞ � �ðtÞ

�
ĉlðP̂ðtÞ; 

llÞ �

X
s2SðlÞ

xsðtÞ
�iþ

: ð59Þ

Link Outage Price Update:

�lðtþ 1Þ ¼
"
�lðtÞ � �ðtÞ

 
log �lðPlðtÞÞ

�
X
k 6¼l

log

 
1þ �thl

GlkPkðtÞ
GllPlðtÞ

!!#þ
: ð60Þ

Theorem 4. For any initial power Pð0Þ 2 P, source rate
xð0Þ 2 X , and prices ð��ð0Þ; ��ð0ÞÞ � 0, the sequence of
fxðtÞ;PðtÞ; ��ðtÞ; ��ðtÞggenerated via Procedure 1 will converge
to the global optimal points of problem (51) if the step size
satisfies �ðtÞ > 0;

P1
t¼0 �ðtÞ

2 <1 and
P1

t¼0 �ðtÞ ! 1.
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Proof. Analogously, by setting @Lxðx;��Þ
@xs

¼ 0 and
@LP̂ ðP̂;��;��Þ

@P̂l
¼ 0,

we have the congestion control update (54) solves the
maximization problem maxx2Xð52Þ and the power update
(55) solves the maximization problem maxP̂2P̂ð53Þ respec-
tively, for a fixed ð��; ��Þ. The updates of (59) and (60) shows
that we apply the projected gradient-descent method to
solve the dual problem (20), which guarantees the
convergence of dual variable with the appropriately
chosen step size �ðtÞ [26]. tu

Remarks:

1. The congestion control update (54) is well known

in the literature [3]. It has been shown in [3] that

we can reuse existing distributed TCP algorithms

and different TCP algorithms solve for different

utility functions. For example, UsðxsÞ ¼ �sds logxs
is shown to be associated with TCP Vegas, where

�s is the Vegas parameter and ds is the propaga-

tion delay. TCP Reno-1 and Reno-2 are associated

with the utility functions UsðxsÞ ¼
ffiffiffiffiffiffi
3=2
p
Ds

tan�1

ð
ffiffiffiffiffiffiffiffi
2=3

p
xsDsÞ and UsðxsÞ ¼ 1

Ds
log xsDs

2xsDsþ3 , respec-

tively, where Ds is propagation delay plus

congestion-induce queuing delay.
2. Link power control is analogous to that of

Algorithm 1. Each receiver of link kbroadcasts
its control message containing three real-value
fields, m̂kðtÞ, ~mkðtÞ, and �kðtÞ. Each transmitter of
link l then receives these values, estimates Gklby
using the training sequences and updates its
power according to (55) using both congestion
price and outage price.

3. The link outage price update is similar to
Algorithm 1.

4. The congestion price update (59) only needs its
link local information including the ingress rate
and received signal measurement.

6.3 Successive Convex Approximations: Algorithm
and Optimality

We continue presenting an algorithm that can achieve the
globally optimal solutions of the original nonconvex
problem (9) by solving successively the approximated
problem (51).

Algorithm 3: Optimal JCPC with Outage Constraint using

a Successive Convex Approximation Method

1. Initialize ðx;PÞ ¼ 0, � ¼ 1.

2. Form the �-th approximated convex problem (51) of the

original problem (9) by updating 

l
ð�Þ
; 8l with (47).

3. Solve the �-th approximated convex problem (51) for

optimal solution ðx�ð�Þ;P�ð�ÞÞ using Procedure 1.

4. Increment � and go to step 2 until convergence.

Theorem 5. The series of approximations of Algorithm 3
converge to the stationary points satisfying the Karush-
Kuhn-Tucker (KKT) conditions of the original problem (9).

Proof. Letting hðx;PÞ ¼
P

s:l2LðsÞ xs

clð��lðPÞÞ and ĥðx;PÞ ¼
P

s:l2LðsÞ xs

ĉlðPÞ ,
we need to prove that this series of approximations
satisfies the following properties according to [27]

1. hðx;PÞ � ĥðx;PÞ.
2. hðxo;PoÞ ¼ ĥðxo;PoÞ.
3. rhðxo;PoÞ ¼ rĥðxo;PoÞ, where ðxo;PoÞ is the

optimal solution of the previous iteration.

Conditions 1 and 2 are clearly satisfied with (47) and (49).
It is straightforward to verify condition 3 by taking
derivative. Then, the globally optimal convergence of
Algorithm 3 can be proved similarly as in [9]. tu

7 CONVERGENCE ANALYSIS WITH RANDOM

ERRORS

In order to implement Algorithms 1, 2, and 3, information
feedback (message passing) is crucial for computing
gradients at each link. However, in practical systems the
feedback signal is transmitted over a wireless channel and
is error-prone due to the channel variations in link quality.
The main objective in this section is to study the
convergence behavior of Algorithms 1, 2, and 3 with regard
to the random-error message passing.

Here we choose Algorithm 1 as the candidate for the
convergence analysis which applies similarly to Algorithm 2
and 3. Let the vectors gðtÞ ¼ ðg1ðtÞ; . . . ; gLðtÞÞ and hðtÞ ¼
ðh1ðtÞ; . . . ; hLðtÞÞ be the gradient vectors of dual function
Dð��ðtÞ; ��ðtÞÞ with respect to ��ðtÞ and ��ðtÞ. From Algorithm
1, their lth elements are as follows:

glðtÞ ¼ log cl ��lðtÞð Þ � log
X
s2SðlÞ

xsðtÞ

0
@

1
A; ð61Þ

hlðtÞ ¼ log �l PlðtÞð Þ �
X
k 6¼l

log 1þ �thl
GlkPkðtÞ
GllPlðtÞ

� �
: ð62Þ

In the presence of random-error message passing, the
gradients gðtÞ and hðtÞ are stochastic. Let ~gðtÞ and ~hðtÞ be
the corresponding estimators, then the stochastic versions
of (26) and (27) can be written as

�lðtþ 1Þ ¼ ½�lðtÞ � �ðtÞ~glðtÞ�þ; ð63Þ

�lðtþ 1Þ ¼ ½�lðtÞ � �ðtÞ~hlðtÞ�þ: ð64Þ

Denote the random vector RðtÞ ¼ ð~gðtÞ; ~hðtÞ; ��ðtÞ; ��ðtÞÞ for
t � 0. Let F t be the �-field generated by Rð0Þ;Rð1Þ; . . . ;RðtÞ
and denoted by

F t ¼ �ðRð0Þ;Rð1Þ; . . . ;RðtÞÞ: ð65Þ

Then, each lth element of ~gðtÞ and ~hðtÞ can be decomposed
into three parts

~glðtÞ ¼ glðtÞ þ ðE½~gðtÞjF t� � glðtÞÞ þ ð~gðtÞ � E½~gðtÞjF t�Þ;
ð66Þ

~hlðtÞ ¼ hlðtÞ þ ðE½~hðtÞjF t� � hlðtÞÞ þ ð~hðtÞ � E½~hðtÞjF t�Þ:
ð67Þ
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The first part is the exact gradients glðtÞ; hlðtÞ. The second
part is the biased estimation errors of glðtÞ and hlðtÞ,
denoted by

B�
l ðtÞ ¼ E½~glðtÞjF t� � glðtÞ; B�ðtÞ ¼

	
B�

1ðtÞ; . . . ; B�
LðtÞ



;

ð68Þ

B�
l ðtÞ ¼ E½~hlðtÞjF t� � hlðtÞ; B�ðtÞ ¼

	
B�

1ðtÞ; . . . ; B�
LðtÞ



:

ð69Þ

And the third part is a zero-mean martingale difference
noises, denoted by

N�
l ðtÞ ¼ ~glðtÞ � E½~gðtÞjF t�; N�ðtÞ ¼

	
N�

1 ðtÞ; . . . ; N�
LðtÞ



;

ð70Þ

N�
l ðtÞ ¼ ~hlðtÞ � E½~hðtÞjF t�; N�ðtÞ ¼

	
N�

1 ðtÞ; . . . ; N�
LðtÞ



:

ð71Þ

Therefore,

~glðtÞ ¼ glðtÞ þB�
l ðtÞ þN�

l ðtÞ; ð72Þ

~hlðtÞ ¼ hlðtÞ þB�
l ðtÞ þN�

l ðtÞ: ð73Þ

Under suitable conditions of step sizes and biased errors,
we address the convergence of Algorithm 1 (similarly to
Algorithm 2) in the following theorem.

Theorem 6. Assume that

�max ¼ max
l;t

�lðtÞ <1; �max ¼ max
l;t

�lðtÞ <1; ð74Þ

X
t

�ðtÞjB�
l ðtÞj <1;

X
t

�ðtÞ
��B�

l ðtÞ
�� <1; ð75Þ

and the step size is chosen such that

�ðtÞ > 0;
X1
t¼0

�ðtÞ2 <1;
X1
t¼0

�ðtÞ ! 1; ð76Þ

then Algorithm 1 with stochastic dual variable updates (63)
and (64) converges to the optimal solutions of (13) with
probability 1.

Proof. See Appendix D, which is available in the online
supplemental material. tu

8 SIMULATION RESULTS

8.1 Simulation Setting

Figs. 1 and 2 show network topologies that we use for the
simulations in this section. Following the conventional
work [4], unless otherwise stated, we mainly consider the
linear network topology 1 as in Fig. 1a with four flows and
five nodes placed at d meters equidistantly. The baseband
bandwidth W is set to 32 kHz, and we use K ¼
�1:5= logð5BERÞ with BER ¼ 10�3 for MQAM modultion
[20]. The slow-fading channel gain is assumed to be
hðdÞ ¼ hoð d100Þ

�4, where ho is a reference channel gain at a
distance of 100 m. The maximum power, noise and ho are
selected so that the average receive SNR at 100 m is 30 dB.
We choose Pmin

l ¼ 1 mW and Pmax
l ¼ 100 mW, while

xmins ¼ 0, and xmaxs is adjusted dynamically with respect to
link capacities. The step sizes of both algorithms are chosen
to be 0:01=t. The �-fair utility function (1) is set to all users,
which means that the congestion control (21) is xsðtþ 1Þ ¼
½�sðtÞ�

1
��xmaxxmin

. The outage probability thresholds �l of Topol-
ogy 1, 2, 3, and 4 are (0.2 0.3 0.3 0.2), (0.2 0.3 0.2), (0.2 0.2),
and (0.3 0.3 0.3 0.2 0.2), respectively. The SIR thresholds �thl
of Topology 1, 2, 3, and 4 are set to (0.6 0.2 0.2 0.6), (0.6 0.2
0.6), (0.6 0.6), and (0.2 0.2 0.2 0.6 0.6) dB, respectively.

8.2 Optimal Gap

Henceforth, we denote the objective function Uðx;PÞ ¼P
s UsðxsÞ �

P
l Pl for the ease of numerical presentation,

and we choose the lower bound SIR constraint (33) for
Algorithm 2. We evaluate and compare the objective value
Uðx;PÞ of three proposed algorithms and the conventional
one [4]. All of results are averaged out of 100 random
scenarios.
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Fig. 1. Three different linear topologies for multihop wireless networks where nodes are placed equidistantly. (a) Topology 1 with four links and four
flows. (b) Topology 2 with three links and three flows. (c) Topology 3 with two links and two flows.

Fig. 2. Topology 4 is a nonlinear network topology with four flows (from
x1 to x4) and five links (link transmit powers are from P1 to P5). Flow 1
passes through link 1, 2, and 3. Flow 2, flow 3, and flow 4 are on link 3,
link 4, and link 5, respectively.



First, we investigate the impact of the utility parameter �
on the network performance. This parameter can act as a
knob to control the tradeoff between network efficiency and
fairness in a general NUM problem [5], [23]. We fix d ¼
80 m and vary � from 1 to 10 to compare the network
efficiency (objective value Uðx;PÞ) and fairness, where we
use the Jain’s fairness index [28] as the standard fairness
measurement: ð

P
s xsÞ

2=ðS
P

s x
2
sÞ. Fig. 3 shows the network

efficiency and fairness comparisons performed in a linear
network topology as in Fig. 1a. We can see in Fig. 3 that
when � increases, the objective value achieves the max-
imum value at � ¼ 1:5 and then becomes less efficient. The
fairness of the system increases when � increases. We
observe from Fig. 3a that the performances of Algorithms 1,
2, and 3 are almost identical. Even though the convergent
objective values of both Algorithms 2 and 3 are a bit lower
than that of Algorithm 1 because of the outage bounds
usage and the approximated nature, the relative errors are
small, only 1.57 and 1.12 percent, respectively. Moreover,
three proposed algorithms clearly outperform the conven-
tional scheme [4] which spent higher power transmission
due to the high SIR approximation. From Fig. 3, all of the
compared schemes achieve nearly the same fairness
performance. This can be explained that they are in the
same manner of proportional allocation of the congestion
control. Fig. 4 shows the network efficiency and fairness
comparisons performed in a nonlinear network topology as
in Fig. 2. In Fig. 4a, we see that when � increases, the
network efficiency of three proposed algorithms also

increases a little, while that of the conventional scheme

[4] decreases sharply, which shows the inefficiency of high-

SIR approximation method. Fig. 4b shows that when �

starts to increase from the value 2, the fairness performance

of all compared algorithms also increases and is the same.

When � varies from 1 to 2, all schemes decreases the

performance to the minimum values at � ¼ 1:2 and then

starts to increase afterward. However, within this range of

�, the fairness performance of three proposed algorithms is

higher than that of the conventional scheme due to the

error effects in fair source rate allocation of high-SIR

approximation method.
Next, we vary the distance parameter d to evaluate the

network performance. We fix � ¼ 1 (i.e., proportional

fairness) for all d. As can be seen from Table 2, the objective

values of three proposed schemes are almost identical. We

also observe that when d increases, the objective tends to

decrease with small variations because the extra power

consumed by nodes to communicate is also very small due
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Fig. 4. Impact of a variable utility parameter � on network efficiency and fairness of three proposed algorithms and Chiang’s algorithm (high-SIR
approximation) in a nonlinear topology. (a) Objective value Uðx;PÞ. (b) Jain’s fairness index.

Fig. 3. Impact of a variable utility parameter � on network efficiency and fairness of three proposed algorithms and Chiang’s algorithm (high-SIR
approximation) in a linear topology. (a) Objective value Uðx;PÞ. (b) Jain’s fairness index.

TABLE 2
The Average Objective Uðx;PÞ Comparisons between

Proposals when Varying the Distance Parameter d



to the mutual interference in this interference-limited
environment.

8.3 Algorithm Convergence without Random Errors

The criterion used to evaluate the convergence speed is

max
l2L

jPlðtÞ � P ðt�1Þ
l j

P
ðt�1Þ
l

< ;

where  is an arbitrary small number. We fix � ¼ 1 and
d ¼ 80 m for these scenarios.

We first compare the convergence speed between Algo-
rithms 1 and 2 because they employ the same complete-
convexification method. Table 3 shows the average number of
iterations over 100 realizations with various values of under
three different topologies as in Figs. 1a, 1b, and 1c. We see that
the near-optimal scheme converges faster than does the
optimal scheme clearly in the topology with many nodes and
flows (i.e., Topology 1 and 2). With a simple topology like
Topology 3, we see that the convergence rate of both
Algorithms 1 and 2 are nearly the same. This can be explained
that due to the complex updates of Algorithm 1 requiring
many parameters from large-size control message, the
“direction” to the optimal points of Algorithm 1 has some
minor error effects, which entail longer convergence time.
This is a significant point, as Algorithm 2, which can achieve a
close-to-optimal solution with smaller control message size
and faster convergence, would be efficiently practical.

We continue comparing the convergence speed of
Algorithm 3 and [9, Alg. B] where both utilized the
successive approximation method. Two criteria are used
to evaluate the convergence-speed performance. The first
one is the convergence condition of solving step 3 (i.e., inner
convergence) and the second one is convergence at step 4

(i.e., outer convergence) of Algorithm 3. Both are repre-
sented by maxl2LjPlðtÞ � Plðt� 1Þj <  and maxl2LjP �ð�Þl �
P
�ð��1Þ
l j < , respectively, where  is a small number. Table 4

shows the average number of iterations over 100 realiza-
tions with various values of . We see that our scheme
converge faster than [9, Alg. B] (i.e., log successive
approximation), especially with inner convergence.

Figs. 5, 6, and 7 show the comparison between three
proposed algorithms regarding the convergence of source
rates and link powers with  ¼ 10�5. It can be observed that
the source-rate allocations of three schemes are the same,
while the power allocation of Algorithm 2 is somewhat
more aggressive than that of Algorithms 1 and 3 due to the
constraint approximation. The outage probabilities of three
schemes also converge to the desired values similarly as in
Fig. 8a. Fig. 8 shows a convergence realization of objective
values of three proposed schemes and the conventional
scheme [4]. Again we see that three proposed algorithms
have nearly the same performance and outperform the
high-SIR approximation algorithm [4].

8.4 Algorithm Convergence with Random Errors

We continue investigating the algorithm convergence with
random-error message passing. We set B�

l ðtÞ ¼ B�
l ðtÞ ¼ 1=t,

together with the chosen diminishing step size �ðtÞ ¼ 0:01=t,
to satisfy conditions (75) and (76). The random noise is
approximated by Gaussian random variables, where
N�
l ðtÞ � N�

l ðtÞ 	 N ð0; 100Þ for all link l. Fig. 9a shows the
flow rate convergence of Algorithm 1 using diminishing step
size (the other convergence cases of Algorithms 1 and 2 can
be reasoned similarly but were not included here due to the
limited space). Even though the feedback is affected by noise,
the iterations are robust to the random errors. We almost see
no fluctuation effect on the algorithm convergence, which
supports Theorem 6.
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Fig. 5. Convergence of the Algorithm 1. (a) Link powers. (b) Flow rates.

TABLE 4
Convergence Speed Comparison between Algorithm 3 and Log

Successive Approximation Algorithm of [9]

TABLE 3
Convergence Speed Comparison between Algorithms 1 and 2

with Different Topologies



On the other hand, Fig. 9b shows the convergence of
Algorithm 1 with the same parameter settings except a
constant step size �ðtÞ ¼ 0:001. We observed that the
iterations using constant step size (which not satisfy (76))
are sensitive to random errors. The iteration fluctuation
remains significant over time, which only guarantees the
convergence to a neighborhood of the optimal points.

9 CONCLUSIONS

We reconsidered joint rate control and power allocation in

wireless multihop networks with an additional constraint

on outage probability. We chose the explicit approach to

deal with outage constraint because the implicit constraint
used in previous works cannot characterize network QoS
and may be suboptimal. We designed three algorithms for
this cross-layer issue. The first algorithm is the optimal
scheme which suffers from high overhead since its control
message contains a large amount of information. The
second design with a small-size control message is a near-
optimal scheme based on a tight bound approximation on
outage probability. However, because of the complicated
complete-convexification method, both schemes cannot
preserve the TCP stack for its congestion control mechan-
ism. We used successive approximation method to propose
the third algorithm that can take the TCP stack preservation
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Fig. 7. Convergence of Algorithm 3. (a) Link powers. (b) Flow rates.

Fig. 8. (a) Outage probabilities’ convergence of three proposed algorithms. (b) Convergence realizations of the objective values of three proposed
algorithm and high-SIR approximation algorithm [4].

Fig. 6. Convergence of Algorithm 2 with lower bound SIR constraint. (a) Link powers. (b) Flow rates.



into account. Numerical experiments showed that the
network performances of three schemes were nearly
identical and outperform the conventional works.
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Fig. 9. Flow rate convergence of Algorithm 1 with random errors. (a) Diminishing step size. (b) Constant step size.
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